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1. We suppose that /(/) be a periodic function with period 2π and
integrable (L) over ( — TΓ, TΓ), and we write

fit) ~ 2 a0 + 2 (a">cos n t + bn s i n nt} = 2 A n{t\

J.

Φ (/) = p ^ r J (ί - u)«-ιφ{u) du (a > 0), ψα(ί) = Γ(α + l)t-«Φa(t) (a > 0),
0

Concerning the absolute Riesz summability \R,\(w), k\, where the type
\{w) is equal to exp{(log w)*}, (Δ > 1), the following theorems are known.

THEOREM. Mohantyand Misra [1], Kinukawa [2]. If φa(t) log (kft), where
oo

k >7ret*, is of bounded variation in (0, TΓ), then the series 2 An{x) is summάble

\R, exp {(logw;)*}, 1 | , where 0<a<l and Δ = 1 + If a.

THEOREM. Pati [3]. If a is an integer ^ 1, ««rf φa(t) log (kft), (k > weβ+a)
is o/ bounded variation in (0, TΓ), */^W ί/te Fouries series of fit), at t = ΛΓ, /S
summable \R, exp{(log^)1+1/Λ}, l + α | .

We shall prove here the following

THEOREM0. If φΛ(t) (log kft)a^-J\ (k >τr^ C Δ - 1 ) + 1 ) f is of bounded variation

in (0,7r), /Aew 2 ^«(#) 2'5 summable \R, exp {(log^) Δ }, β\, where β > a > 0

Δ > 1.

This theorem is an improvement of the above two theorems, and when
Δ = l this theorem reduces to a theorem on \C,k\ summability proved by
L. S. Bosanquet [4], further this theorem shows that the summability |/?, exp
i(logw)A}, β\, β >1, of a Fourier series is a local property of the generating
function.

For the proof of the theorem, it suffices to show that, when Δ > 1,

1). The (R,exp{(log w) Δ }, j3)-analogue has already been proved by K.Kanno On
the Riesz summability of Fourier series, Tόhoku Math. Journ , 8(1956), in somewhat
weak form. But we can complete the Kanno theorem, applying the method of this
paper.


