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1. Introduction and notation. Let GF(q) denote the finite field of order
q p". Greek capitals 0, , will denote square matrices over GF(q). If
E E(x) is a monic polynomial over GF(q), let N(E, m) be the number of
matrices 0 of order m such that E(0) 0. In this paper, the classical theory of
the scalar polynomial equation for matrices over a field is combined with a
theorem of L. E. Dickson [1], concerning commutativity of certain matrices over
GF(q), to give an explicit formula (Theorem 2) for N(E, m). In 5, we illustrate
the formula by considering the case E(x) x 1. Finally, in 6, we treat the
even more special case where E(x) x 1. We remark that the case E(x)
x2 1 has been discussed in detail in another note [2].
The author wishes to express his thanks to L. Carlitz, who suggested the

inclusion of 5 in this paper and advised in its preparation.
We will need the following well-known formula for the number g(t, d) of

non-singular matrices of order >_ 1 over GF(qd)

(1.1) h t--1

g(t, d) qt, (1 q-d,) ]-I (q’-- q).
i=1 =o

We als0 define g(O, d) 1.

2. The number N(E, m).
and suppose that

Let E E(x) be a monic polynomial over GF(q)

where the P are distinct monic prime polynomials, h >_ 1 and deg P d for
i 1, 2, ,s. If 0 is a matrix of order m such that E(0) 0, since the mini-
mum polynomial of must divide E, the elementary divisors of xI are of the
form p:.i with 1 _< n _< h Suppose that xI has elementary divisors as
follows:

(2.2) k elementary divisors of the form P{
where i 1, 2, s and for fixed i, 1 _< j __< h and k. >_ 0 for all i, j. Since
the characteristic polynomial F F(x) of 0 is of degree m and is the product of
these elementary divisors, corresponding to 0 we have a partition (m)
defined by the formula

h

(2.3) r(m)" m k d
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