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1. Introduction. The self-adjoint boundary value problem corresponding to
the Sturm-Liouville equation

(1.1) d(R(x, h)y’)/dx + P(x, h)y 0 (a <_ x <_ b),

with the self-adjoint boundary conditions

(1.2)
aly(a) + blz(a) cy(b) + dz(b),

a.y(a) + b2z(a) c2y(b) + d2z(b)

hs been discussed in the literature since 1836 (see [10]). Here, y’ dy/dx,
z R(x, X)y’. The condition of self-adjointness is that the rank of the matrix

(a b c d.) =-- |a
a b.

is two, and that the determinant equation

(1.3) a,,b,l c,d[
holds. The coefficients of the mtrix (ai, b, c,i, di) m’e assumed to be functions
of X subject to suitable restrictions (see 2.2).

B&cher [1] discusses the classical Sturm case where the conditions reduce to
conditions on ech end-point separately, s well as the periodic cse. Haupt
[4] and Ettlinger [2], [3] give results on the oscillations of solutions of the
boundary value problem in the general case. Kamke [5] extends the ingenious
method of Prtifer [8] to obtain oscillation theorems in the general case. An
excellent account of the pplictions of the methods of the calculus of variations
to this problem by Hilbert, Cournt, Bliss, Morse, Birkhoff nd Hestenes, and
others is given in an rticle by Reid [9] which also contains a comprehensive
bibliography.

In this pper we apply Morse’s representation of self-adjoint boundary condi-
tions [6; 83] nd methods based on the index form [6] to make complete and
.systematic classification of boundary value problems of the type described in
1 and to derive suitable oscillation theorems for each class. We assume that
R, P, and OR/Ox are continuous in x nd in X and that R(x, X) > 0 for X reM
nd x in [a, b]. We use the notation (a, b) for the interwl a < x < b, [a, b] for
a_< x_< b, (a,b]fora < x <_ b, etc.
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