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strength of the evidence against a null hypothesis.
The fail-safe sample size can likewise be considered
as measuring the weight of evidence. Thus, n(0) is the
number of hypothetical studies, conducted under the
null hypothesis, that need to be added to the database
to just offset a significant result. Here “offset” is used
in the sense that'the updated test statistic should have
its expected value, conditional on the published studies,
just equal to the critical point.

The authors’ equation (4) modifies the foregoing in
two respects: (i) the hypothetical studies are replaced
by actual and unpublished studies and (ii) a weight
function is made available for modeling the publica-
tion bias. Now we have difficulty interpreting the
numerator of (4) as a conditional expectation. Granted
the values reported in the published studies are non-
informative for the unpublished studies, but the num-
ber k of published studies, when coupled with the
weight function, is informative and should be reflected
in the conditional expectation. Thus, does n(a) in
equation (4) refer to actual studies (in file drawers) or
to hypothetical studies?

As an alternative, we suggest using the weight func-
tion to estimate the number of unpublished studies.
For example, letting k& and &, be the number of pub-
lished and unpublished studies and N = k + k,,

kosz(l—w(x))f(x) dx,

k=N f w(x)f(x) dx,

Comment

M. J. Bayarri

“Meta-analysis, like rock and roll, is here to stay”

claim the authors of this interesting and stimulating
paper, and they are right. Similar experiments are
conducted and replicated, providing informaiton about
the same unknown quantity, and statisticians have to
face the challenge of providing methods for pooling
this information. In a sense, the problem is similar to
that of combining a set of expert opinions. Unfortu-
nately, results from experiments are not, in general,
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and k, can be estimated as the solution of

ko _ E[l — w(X)]
3) B Elw(x)]

Note that the righthand side of (3) reduces to a
(1 — a)/a in case of a dichotomous weight function.
Also, w(x) must have a phenomenological interpreta-
tion as a probability. It will not do to replace w by a
scalar multiple or to use an unbounded w.

The solution of (3) is sensitive to the weight func-
tion, and one may prefer to look upon the estimate of
ko as shedding light upon the reasonableness of the
chosen w instead of upon the “true” significance of the
published results.
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expressed as distributions of the unknown quantity.
If they were, then not only would the publication bias
due to statistical significance be greatly reduced, but
also the techniques for combining probability distri-
butions would be available (for an excellent summary
and comprehensive annotated bibliography about
these techniques see Genest and Zidek, 1986). More-
over, meta-analysis is usually based on results that
got published in the scientific literature. Due to the
overabuse of hypothesis testing as a statistical
methodology and to the overappreciation of statis-
tical significance, it does not come as a surprise that
publications are highly biased toward studies showing
statistically significant results. This publication bias
should be taken into account when carrying out a
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