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(3) It would be of interest to obtain an expansion of
the form

iX0) — i"@) =a+ L+ ...
n

We know the expression for « and its geometric inter-
pretation. What about 3?

(4) I believe that the choice of a prior distribution
is governed by the nature of the parameter and pre-
vious knowledge (though vague) about it and should
not depend on what experiment is conducted to have

Comment

N. Reid and D. A. S. Fraser

We congratulate Professor Kass on a very clear and
interesting account of the role of differential geometry
in asymptotic inference. In particular, his discussion
of information loss and recovery through conditioning,
and the geometric interpretation of this, adds substan-
tially to the long-standing discussion initiated in
Fisher’s early work.

The use and implications of conditional analysis are
central to the topics in the paper. In this discussion,
we expand a little on arguments for and justifications
of conditioning, and the use of geometric methods to
motivate this.

In the setting discussed in Section 3.1, we can write

(1) py(y10) =pra(t|a, 0)pala)

where Y = (T, A) is sufficient, A is ancillary, and the
Jacobian has been absorbed into the support differ-
entials. This factorization suggests, as the paper in-
dicates, that inference about § may be based on the
conditional distribution of T given A, without loss of
information about 6. Section 3.1.1 gives formal clarity
to Fisher’s general analysis of information loss and is
valuable in giving a precise interpretation of the
phrase “without loss of information about 6.”

Other arguments can also provide some interpreta-
tion of the phrase above. For example the likelihood
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further information on it. Jeffreys’ invariant prior may
have nice properties but it seems to depend on how
observations are generated, which may not be accept-
able to Bayesians.
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function obtained from the conditional distribution is
the same as the likelihood function from the distri-
bution of the full data Y. Another motivation for
conditioning on A when the factorization in (1) holds
is that the variability in the outcome that is described
by the marginal distribution of A is irrelevant for
inference about 6; this is an underlying theme in
Fisher’s early work expanded in Fisher (1961) and is
very clearly presented in the weighing machine ex-
ample of Cox (1958). Fisher frequently used the term
“relevant subset” to refer to the set of sample points
having the observed value for the ancillary statistic.
However, it seems clear that he attached additional
meaning to the term, derived from the physical con-
text from which the statistical problem arose. Indeed,
this additional interpretation may well have been pri-
mary in Fisher’s interpretation of conditioning and
the definition of the correct probabilities to use in
applications. There does seem to be no fully satisfac-
tory formalization of such “relevant subsets” based on

the statistical model alone. The derivation of the

Likelihood Principle from the Conditionality Princi-
ple discussed in Evans, Fraser and Monette (1986)
bears on this.

Most discussions of conditioning are motivated by
a few very compelling examples. Subsequent attempts
to formalize the operating principle to enable exten-
sion to more realistic settings are widely divergent.
One development, primarily initiated by Birnbaum
(1962, 1972) and Basu (1959, 1964) (see also Buehler,
1982), isolates ancillarity as the essential feature; the
discussion of this approach and its relation to Baye-
sian inference and the likelihood principle is well
summarized in Berger and Wolpert (1985).

Another development of conditioning in Fraser
(1968, 1979) extends and formalizes one aspect of
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