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fact that only finite observations are available. The
class of models I have in mind includes various
mixtures of deterministic and stochastic models.
An example of such mixtures is the one mentioned
by Berliner and studied in Chatterjee and Yilmaz
(1991) in which a deterministic system serves as an
input to a second system. I also like to mention
that, similar to other statistical problems, there are
cases in which statistics alone cannot determine
the most appropriate model. In these cases, subject
matters of the problem under study, such as the
implications of a model, should play a more impor-
tant role in the analysis. All of the above discus-
sions are familiar to statisticians and show that
important problems in chaos are no different from
those in statistics. The only difference between
chaos and statistics is that traditional statistics
begins with linearity, whereas chaos is necessarily
nonlinear.

In sum, chaos is fascinating because of its mathe-
matical simplicity. It is important, especially to
statisticians, because of its nonlinear nature. The-
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We are indebted to all six researchers for their
stimulating and thoughtful comments on the two
surveys. They make it abundantly clear that the
theory of nonlinear deterministic chaos is still in
its formative stage, and its relationship with statis-
tics is just beginning to be explored by statisti-
cians. We are especially pleased that each comment
provides a somewhat different perspective con-
cerning the emerging theory. Collectively, these
comments help clarify and sharpen the important
issues that will keep researchers busy for a long
time to come. B

The main motivation for our survey was our
belief that the theory of nonlinear deterministic
systems provides a different and potentially useful
perspective from which statisticians can look at
complex processes. We are pleased to observe that
this opinion is shared by all but one of the commen-
tators. The basic reason for the recent explosion of
interest in this perspective is valid if not yet real: it
may enable us to understand and explain the
sources of randomness in some processes. No statis-
tician can be indifferent to the exploration of this
possibility, no matter how far from reality it might
seem presently.

ory of chaos and analysis of chaotic data are parts
of statistical theory and modeling. Statisticians
should be interested in chaos and can make signifi-
cant contributions in chaos because it is statistics,
although not in the traditional and linear sense.

Finally, I like to list some areas in chaos that
statisticians and probabilists are well equipped to
make significant contributions:

1. Ergodicity conditions of nonlinear dynamical
systems, deterministic as well as stochastic.

2. The invariant density of a given dynamical
system.

3. Methods (statistical and graphical) for uncov-
ering lower dimensional systems based on
noisy data.

4. Nonparametric statistical methods for dynam-
ical system analysis, both for prediction and
for structure recovery.

5. Complexity measures of a nonlinear dynami-
cal system based on finite and noisy realiza-
tions.

Within the confines of a rejoinder, it is neither
possible nor appropriate for us to respond to all
comments. With a conscious effort to avoid repeti-
tion, we shall briefly touch on some of the issues
and points raised, especially in those cases where
there is an apparent conflict in viewpoints, a contri-
bution to be recognized or an error to be corrected.
For this purpose, we have divided our comments
into three sections. First, we briefly respond to
each author in alphabetical order, next we provide
a brief update of the literature and then conclude
with some final thoughts and comments.

DISCUSSION ON COMMENTS

Professor Cutler provides expert discussions
of singular and absolutely continuous probability
distributions on attractors and their implications
for dimension estimation [also see Hunt and Miller
(1990) in this context]. Her discussion goes far
beyond our review, but contrary to her statement,
we do briefly mention lacunarity and nonuniform-
ity in Section 1.2. Professor Cutler also discusses,
as does Professor Smith, two basic ways noise enter
a dynamic system. First, the errors can be
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