1320 DISCUSSION

In closing I note that the bootstrap can be an inconsistent procedure when it
is employed to correct potentially large biases of some nonparametric techniques.
See Section 11.7 of Breiman et al. (1984).
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1. General comments. This important paper is a major contribution to
jackknife methodology. A major strength of the proposed weighted jackknife
method is its ready extensibility to nonlinear situations, including the important
generalized linear models with uncorrelated errors briefly discussed in Section 8.

In the case of a linear regression model with uncorrelated errors, the delete-1
Jackknife variance estimator, v, is shown to be exactly unbiased for Var(3)
under Var(e) = ¢%I, and approximately unbiased (as n — o) under Var(e) =
diag(s?). However, v (1) Seems to have no special advantage over the MINQUE
(minimum norm quadratic unbiased estimator) of Var(8) (Rao (1973)) under the
criterion of bias robustness since the latter estimator is exactly unbiased under
Var(e) = diag(s?) unlike v g It may also be noted that the MINQUE of
Var(f) seldom becomes negative definite even though the MINQUE of individ-
ual 62 may assume negative values. If § = g(8), then the linearization technique
can be used to get a MINQUE-based estimator of the variance of § = g(#). This
variance estimator should be satisfactory since Wu’s simulation study shows that
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