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(Felsenstein (1985)). A phylogeny is a tree showing the genealogy of a set of
species. It has a shape and in some cases branch lengths as well. If we draw a
subset of the characters that are used to estimate the tree and come up with a
tree with (say) a shorter length of one of the branches, it may be the case that
extrapolation using the factor in (4.4) will make the branch length negative,
which is impossible. This indicates that a change in tree topology is called for,
but there is no easy way of knowing what change. The problem is even more
severe when the resampled estimate shows a change in topology—how is one to
extrapolate it?

In the absence of any ability to extrapolate, one cannot use the ordinary
jackknife or most of the variants Wu describes, but one can use the jackknife
with subset size (n + k& — 1) /2, or the bootstrap. In my 1985 paper, I mentioned
the possibility that one could drop half the observations chosen at random
instead of doing the bootstrap, but could not see what advantage this might
have over the bootstrap. It would be nice to have some simulations comparing
these two approaches. For now they both appear to be tenable approaches. In
biology we have so little confidence in the independence of our data points and
the validity of our assumptions that any method that comes within a factor of
two of indicating a confidence set is probably good enough. The obsession
statisticians have with correcting for biases of order 1/n must seem somewhat
comical to most biologists, who only wish their problems were that small.
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I comment first on that part of Wu'’s paper relating to the bootstrap. It seems
worthwhile to restate the bootstrap idea in brief. Consider data X drawn from a
stochastic model M, and a statistical functional F(X, M) whose distribution is
to be estimated. Let M be an estimator of M, computed from the data X. Let
X * be drawn from the model M. The bootstrap consists in approximating the
M-law of F(X, M) by the M-law of F(X*, M). In particular, if M is silly, the
bootstrap cannot work: Like any statistical procedure, the bootstrap is model-
dependent. (This is the statistics version of the no free lunch principle.)

If I understand it correctly, Wu observes that in a heteroscedastic regression
model M, a bootstrap procedure based on a homoscedastic estimator M will be
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