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This can raise issues which are largely external to the ordinary statistical
model and deserve more attention from the scientific side of statistics. It seems
necessary in this development to use the physical context as a guide to the
choice of operating model. In such contexts the issue of marginal optimality is
not of interest: only the conditional calculations matter. Our statistician in
Section 4 who advertises the shorter confidence intervals is guilty of profes-
sional misconduct.

Recent directions in conditional inference have deemphasized the ‘‘princi-
ple”’ aspect of conditioning. One motivation for this is that conditioning can
provide a means to eliminate nuisance parameters and focus on the parameter
of interest. Another is that conditional distributions are often much easier to
calculate, which is especially useful in high-dimensional problems.
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Put briefly, Brown’s paradox is that an estimator can be conditionally
admissible given each value of an ancillary statistic, but inadmissible uncondi-
tionally. Brown is to be congratulated for his insight in pointing out the
conflict between frequentist criteria of good performance for point estimators
and widely held notions concerning ancillary statistics. Brown supports use of
unconditional frequentist measures to guard against ‘‘inconsistency’ (uncon-
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