NOTE ON A FORMULA FOR THE MULTIPLE CORRELATION
COEFFICIENT

By H. M. Bacon

There are many useful formulas available for the calculation of the multiple
correlation coefficient in a k variable problem.' Since it frequently happens
that the regression equation is the primary object of the statistical analysis,
the well known formula

2
r1.93...k = Bre.aa...kT12 + Pz.as...kTis + -+ +Puk.2s. .. k=1 T1k

can be used to considerable advantage. While many different demonstrations
of this formula are perfectly familiar, the one given in this note may prove
of some interest.

First let us recapitulate briefly certain facts about the regression coefficients
and the multiple correlation coefficient. Suppose we have k sets of N numbers
each:

Xu X - - Xy
.le X22 * . X2N
Xkl Xk2 . . Xk,\' .

Let &, be the mean of the j-th set, and let z;; = X;; — ;. We then have k
sets of N deviations from means, and we shall suppose the following k sets to
be linearly independent:

Tu T2 - - Tin
To1 Tee - - Ton
Trkr Tez - - Tky -
We shall consider only the regression of the ‘“variable’” z, upon x; , 5, - - , T« .

Clearly the results obtained can be made to describe the regression of any one
of the variables upon the other ¥ — 1 variables by rearranging the subscripts.
As usual let Az, As, - -+, A\ have values which will make the sum of squares

Fa,Ns, -+, M) = Z(@1 — No®ai — Nggi — -+ - — Nlrs)’

a minimum. For simplicity we shall omit stating limits of summation and
understand hereafter that £ means “sum for z from7 = 1toz = N.” Neces-

!For example, see W. J. Kirkham, ‘‘Note on the Derivation of the Multiple Correla-
tion Coeflicient”’, The Annals of Mathematical Statistics, Volume VIII (1937), pp. 68-71.
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