NOTE ON REGRESSION FUNCTIONS IN THE CASE OF THREE
SECOND ORDER RANDOM VARIABLES

By CLYDE A. BRIDGER

The study of the correlation of two second-order random variables has re-
ceived the attention of several authors, among them Yule [1], Charlier [2],
Wicksell [3, 4], and Tschuprow [5]. Yule writes of them under the guise of
“attributes.” The study of three or more second order random variables has
lagged behind. In this note we shall examine the regression function of one
second order random variable on two others by considering the problem from
the point of view of Tschuprow’s [6] paper on the correlation of three random
variables.

A variable X that takes on m values z,, --- , £, with corresponding prob-
abilities p;, - - - , pm subject to the condition Z pi = 1 is defined as a random

variable of order m. (In particular, if X takes on only two values, z and z’
with probabilities p and ¢, where p + ¢ = 1, X is a random variable of second
order.) The system of values z and probabilities p constitute the law of distri-
bution of X. In the case of two random variables, X and Y, there exists a
joint distribution law, covering all possible combinations of X and Y, together
with their associated probabilities pii, - - - , Pmn the joint distribution law con-
tains all of the information regarding the stochastical dependence of X and Y.

The extension to more than two variables is immediate. Let p;;; represent
the probability of the simultaneous occurrence of the set of values z;, y;, 2
of three random variables X, Y, and Z; p;; , that of the simultaneous occurrence
of x;, y; together without reference to Z; p; , that of the occurrence of x; without
reference to Y or Z;etc. Then, we have relatlonshlps of the types Z Z Z Dijk

“ZZPW sz—lZpuk—p;k,zxpuk—szk—ZZh/=Pk

Slmllarly, let p(" be the probablhty of the sunultaneous occurrence of y; and
2. on the condition that X takes on the value z; ; pi”, that of the occurrence of
y; without reference to Z, on the same condition; etc. Then

Ep“’ Z pi? = Z Z P =1; Z pi = o pinl? = pi

pins” = pivle = pipi pi? = par; 20 pips” = pi; ete.

Denoting by E(z) or simply Ezx the expression ‘‘the mean value or mathe-
matical expectation of z,” we have my,, = EX’Y°Z" = Z Z > piezd vzt
k

In particular, the mean values of the distributions are glven by mx = EX
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