ABSTRACTS OF PAPERS

(Abstracts of papers presented at the Western Regional meeting, Berkeley, California, July
19-21, 1965. Additional abstracts appeared in earlier issues and others will appear in
the October issue.)

b. Selection From Multivariate Normal Populations. KHURSHEED Aram and
M. Hasaees Rizvi, Indian University and Ohio State University. (By
title)

Two problems of selection are considered; Problem I concerns selection of ¢ largest
(that is, with largest parameter) of k¥ populations and Problem II concerns selection of a
subset containing the ¢ largest. Procedures R; and R, respectively for Problems I and II
are given. R; selects the ¢ largest populations corresponding to ¢ largest x;’s, z; being a
statistic form <th population =; . R, selects a subset such that ; is retained in the subset
iff d(x; , Tk—e411) = ¢, where ¢ > 0 and z;) denotes the sth smallest z; and d is a metric;
two metrics di(y, z) = 2z — y and d:2(y, z) = 2/y are considered. The probability of a cor-
rect selection is required to be no less than P*, 1/ ¢ < P* < 1, for both the problems.
This P* condition determines the common sample size for R, and the constant e for R; .
Some operating characteristics of these procedures for a “monotone class’’ of populations
are shown. Application of R, and R to multivariate normal populations =::N (ui, 2.:),
i=1,---,k,is given when populations are ranked according to 6; = w:’ D ;! . ; both
cases of known or unknown ), are treated. Parametric subspaces where the P* condition
is satisfied are exhibited. Upper bounds for expected size of the selected subset are ob-
tained when ¢ = 1.

6. A New Proof of Some Results of Rényi. MikL6s Csored, Princeton Uni-
versity.

In his paper, “On the theory of order statistics,”” Acta Math. Acad. Sci. Hungar. ¢ (1953),
191-231, Rényi divides the usual Kolmogorov-Smirnov statistics by F(z), the continuous
distribution function of the population from which one assumes having a random sample,
and derives their limit distributions by reducing the respective Markov processes to addi-
tive Markov processes. In this paper, using the ideas of Doob and Donsker, it is shown
that, in the limit, Rényi’s random variables can be replaced by a specific Brownian move-
ment process, and this way his original theorems are proved.

7. Characterization Theorems of the Weibull and the Weibull-Gamma Dis-
tributions. Satva D. DuBEky, Procter and Gamble Co. (By title)

Let X,, Xz, -+, X. be n independent identically distributed random variables and
let ¥, = min (X,;, X:, ---, X.). Then we obtain the following characterization theorems.
TueorEM 1. If each X; has the Weibull distribution with the parameters a, 8 and v, then Y,
obeys the Weibull law with the parameters a, n™8 and v. Conversely, if Y. has the Weibull
distribution with the parameters u, o and X, then each X obeys the Weibull law with the pa-
rameters u, no and \. COROLLARY 1. Theorem 1 is valid for the exponential distribution also.
TaeoreM 2. If each X: has the Weibull-Gamma (W-G) distribution with the parameters a,
v, 8 and 4, then Y, obeys the W-G law with the paramelers «, v, né and n. Conversely, ¢f ¥
has the W-G distribution with the parameters u, \, 8 and o, then each X; obeys the W-G law
with the parameters u, N\, n~10 and o. COROLLARY 2. Theorem 2 is also valid for the Lomax
(Exponential-Gamma) and the Burr distributions.
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