SOME SMIRNOV TYPE THEOREMS OF PROBABILITY THEORY!
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1. Introduction. Let &1, 12, -+, é1nand £, &2, - - -, f2m be two samples of
mutually independent random variables having a continuous distribution func-
tion F(t). Let F1.(¢) and Fan(t) be the corresponding empirical distribution func-
tions. In 1939 Smirnov [10] proved the following two theorems:

(1.1)  limyw P{N? SUp_wctctn (Fin(t) — Fam(t)) <y} = 1 — ™,
if y > 0, zero otherwise, and
(1.2)  limy.w P{N? SUD_wcicieo |[Fin(t) — Fan(t)| <y} = Dorew (—1)ke %"

if y > 0, zero otherwise.

In both cases N = nm/(n + m),and N — « is to mean that n — «©, m —
so that m/n — p, where p is a constant. (The problem of determining the exact
distributions of the respective random variables for finite values of n and m was
solved by Koroljuk [6] on the assumption that m = np where p i an integer.)

Results (1.1) and (1.2) are used to test the statistical hypothesis that two
random samples come from the same unknown population. Even if F(t), the
hypothetical distribution function of the two random samples in question, was
assumed to have a specific form, we would not get more information out of these
theorems, for they consider the supremum of the difference (Fi,(t) — Fan(t))
and that of its absolute value with the same weight 1, regardless of the value of
F(t). Thus in this way the idea arises of considering the limit distribution of the
quotients {F1,(t) — Fam(t)}/F(t) and |F1n(t) — Fam(t)|/F(t), with the natural
limitation on F(¢) that we restrict ourselves to an interval {, < ¢t < + «, where
F(t,) = a > 0, when taking the supremum of these random variables. The
value of @ can be arbitrarily close to zero.

2. Statement, discussion, and consequences of theorems. Using the no-
tation and assumptions of Section 1 we are going to prove the following theorems
(for the definition of the distribution functions ®(-), L(-), N(-) and R(-) of
Theorems 1, 2, 3 and 4 we refer the reader to (3.4), (3.5), (3.6) and (3.7) of
[8] respectively ).

THEOREM 1.

(2.1)  limy.o P{N*supa<rey (Fia(t) — Fen(t))/F(t) < y} = ®(y{a/[l — a]}?),
ify> 0,0 < a <1, zero otherwise.
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