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1. INTRODUCTION

We congratulate Andreas Buja and his coauthors on
their thought provoking and ambitious work, “Models
as Approximations, Parts I and II.” This work deeply
examines the meaning of model robustness, the con-
sequences of model misspecification and culminates
in the formulation and development of the notion of
“well-specified” regression. Although the regressors-
as-fixed point of view of regression has dominated sta-
tistical practice, the work of Buja et al., adds to a grow-
ing literature on the implications of random regressors
and model misspecification on inference and predic-
tion. We do not endeavor to nor intend to enumer-
ate those here but will mention a few to give a sense
of the literature. For example, Sen and Sen (2014)
provided a valuable omnibus test for simultaneously
checking the assumption of independence between the
error and predictor variables and the goodness-of-fit
of the parametric model; Rosset and Tibshirani (2018)
explored covariate randomness in statistical prediction
and applications to covariance penalties; and residual-
based goodness-of-fit assessments using a directional
test have been explored in Stute (1997).
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The work of Buja et. al. stands out in its thorough-
ness of investigation into the interplay between random
covariates and regression model misspecification and
its proposed paradigm for thinking about regression
modeling. Imagining what it would mean to fully adopt
the ideas put forth has sparked many lively discussions
among us. In our conversations that ranged from the
philosophical underpinnings of statistical inference to
the practical business of data analysis, we found that
Buja et. al., guided us toward important questions but
we were unable to fully resolve those questions within
their framework. In the following, we detail some of
those questions.

2. THE DATA ANALYSIS PIPELINE

Even in our earliest conversations, our attention was
drawn to the question of what “Models as Approxima-
tions, Parts I and II” means for the real data analysis
pipeline. The papers immediately challenge us to crit-
ically examine the primary assumptions of statistical
modeling and the consequences of when those assump-
tions are wrong. The authors reference, but do not state,
the quote from Box (1979), and we feel it would be in-
structive to examine the sentiment expressed by Box
in greater detail. In his paper, Box disregards the ques-
tion “Is the model true?” in favor of the question “Is
the model illuminating and useful?” This idea was re-
fined to a more practical approach in Box and Draper
(1987) where he asks, “How wrong do [models need]
to be to not be useful.” Much of Part I is dedicated to
a rather convincing argument that treating the regres-
sors as fixed can lead to misspecification issues where
a model is so wrong that it is no longer useful. While it
is true that the ancillarity of the regressor distribution
is an assumption frequently made without much jus-
tification, the possible negative repercussions are cov-
ered in such detail that a cursory reading may leave the
reader with a pessimistic view of modeling in general.
In many ways, it seems as if the authors focus too much
on how modeling needs to change to accommodate po-
tential misspecification rather than identifying the un-
derlying problems and seeking ways to improve the
utility of the models we use. In this, we prefer the view
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