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We would like to congratulate the authors for an interesting paper and a novel
proposal for clustering high-dimensional Gaussian mixtures with a diagonal co-
variance matrix. The proposed two-stage procedure first selects features based on
the Kolmogorov–Smirnov statistics and then applies a spectral clustering method
to the post-selected data. A rigorous theoretical analysis for the clustering error
is given and the results are supported by a competitive performance in numerical
studies.

The following discussion is divided into two parts. We will discuss a clustering
method based on the sparse principal component analysis (SPCA) method pro-
posed in [5] under mild conditions and compare it with the proposed IF-PCA
method. We then discuss the dependent case where the covariance matrix � is
not necessarily diagonal. To be consistent, we will follow the same notation used
in the present paper.

1. A clustering method based on the SPCA procedure given in [5]. In Sec-
tion 1.6 of the current paper, the authors showed numerically that the proposed
IF-PCA method outperforms a clustering method using the SPCA algorithm in-
troduced in [8]. However, the SPCA method in [8] is not designed for the optimal
control of principal subspace estimation error and thus does not perform well in
the subsequent clustering. The problem of SPCA has been actively studied recently
and several rate-optimal procedures for estimating the principal components and
principal subspaces have been proposed. See, for example, [2, 4–6].

In this section, we first introduce a clustering algorithm in the setting considered
in the present paper using the SPCA procedure introduced in [5], which was shown
to be rate-optimal for estimating the principal subspace under a joint sparsity as-
sumption. We then make a comparison of the performance of this SPCA clustering
procedure with that of the proposed IF-PCA method both theoretically and numer-
ically. The results show that this SPCA based clustering procedure yields a compa-
rable bound for clustering error rate with that of IF-PCA under mild assumptions
and it also performs well numerically.
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