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1. Introduction

We are deeply grateful to the discussants for providing constructive and stimu-
lating comments and suggestions. Our paper gives a survey of recent optimality
and adaptivity results on estimating various families of structured covariance
and precision matrices in the high-dimensional setting, with a focus on under-
standing the intrinsic difficulty of the problems. To achieve this goal, we present
main results under relative simple and unified assumptions, and hence do not ad-
dress some practical issues. Several such questions are raised by the discussants,
including robustness to outliers, Gaussian assumption, estimation with miss-
ing data, estimation with time-dependent observations, alternative bandwidth
selection, and hybrid procedures for estimating precision matrices. In this re-
joinder we comment on these important points and remark on some challenges
that lie ahead.
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