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DISCUSSION: “A SIGNIFICANCE TEST FOR THE LASSO”
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We congratulate the authors for an interesting article and an innovative proposal
to testing the significance of the predictor variables selected by the Lasso. There
is much material for thought and exploration. Research on high-dimensional re-
gression has been very active in recent years, but most of the efforts have so far
focused on estimation. Despite the popularity of the Lasso as a variable selection
technique, the problem of making valid inference for a model chosen by the Lasso
is largely unsettled. The current paper pinpoints some of the challenges in making
valid inference in the high-dimensional setting and presents a thought-provoking
approach to address them.

Following the notation used in the paper, let A be the model selected at the kth
step of either the Lasso or forward stepwise regression and j be the index of the
variable to be added in the next step. This paper considers the problem of testing
the null hypothesis that the underlying model corresponding to the true regression
coefficient vector β∗ is nested in the current selected model, that is,

H0 : supp
(
β∗) ⊆ A.

As pointed out in the paper, a classical approach to testing two fixed nested
models A and A ∪ {j} is the chi-squared test, which is based on the test statistic

Rj = (RSSA − RSSA∪{j})/σ 2

and compares it to the quantile of the χ2
1 distribution. The test fails, as noted, when

applying to the forward stepwise regression or the Lasso in a vanilla fashion be-
cause it fails to account for the fact that neither A nor {j} is fixed. The randomness
of A can be addressed using a conditional argument as suggested by the authors.
The effect of the way that the new index j is selected is more subtle. The seem-
ingly lack of a remedy to this problem motives the authors to focus on the Lasso
and to propose the so-called covariance test statistic

Tk = (〈
y,Xβ̂(λk+1)

〉 − 〈
y,XAβ̃A(λk+1)

〉)
/σ 2

(1)
= Rj − λk+1

(〈
sA∪{j}, β̂LS

A∪{j}
〉 − 〈

sA, β̂LS
A

〉)
/σ 2,
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