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In Theorem 2.2 on page 2865 of [1] we wrongly stated that the asymptotic
biases of the ordinary and of the smooth backfitting estimator were the same. In
fact, the bias formulas for the two methods are different. The theorem should be
modified as follows.
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j (u)
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in distribution. Here, βl
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