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1. Introduction. Upon reading the paper Efficient Likelihood Estimation in
State Space Models by Cheng-Der Fuh I found a number of problems in the for-
mulations and a number of mathematical errors. Together, these findings cast doubt
on the validity of the main results in their present formulation. A reformulation and
new proofs seem quite involved.

The paper, Efficient Likelihood Estimation in State Space Models deals with as-
ymptotic properties of the maximum likelihood estimate in hidden Markov models.
The hidden Markov chain is Xn, and the observed process is ξn where ξn condi-
tioned on the past and the hidden process depends on (Xn, ξn−1) only. The ap-
proach used is to add an iterated function system Mn, and to consider the Markov
process (Xn, ξn,Mn). This is very much akin to the method in Douc and Matias
[1], and I will use this article as a background for my comments.

2. Problems.

2.1. Definition of iterated function system. The first basic definition in the pa-
per is a function Pθ (ξj ) : M → M that maps a function h ∈ M into a new function
in M (page 2031),

Pθ (ξj )h(x) =
∫
y∈X

pθ(x, y)f (ξj ; θ |y, ξj−1)h(y)m(dy).

[It is unclear why the author states that Pθ (ξj ) is a function on (X ×Rd)×M where
X is the state space of the Markov chain.] The paper next defines the composition
Pθ (ξj+1) ◦ Pθ (ξj )h by first applying Pθ (ξj+1) to h and then applying Pθ (ξj ) to
the result. Using these two definitions we have

Pθ (ξn) ◦ · · · ◦ Pθ (ξ1) ◦ Pθ (ξ0)πθ

=
∫

πθ(xn)

{ 1∏
j=n

pθ (xj−1, xj )f (ξj ; θ |xj , ξj−1)m(dxj )

}
f (ξ0; θ |x0)m(dx0).
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