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Bayesian Checking of the

Second Levels of Hierarchical Models

Valen E. Johnson

This article extends Bayarri and Berger’s (1999) pro-
posal for model evaluation using “partial posterior”
p values to the evaluation of second-stage model as-
sumptions in hierarchical models. Applications focus
on normal-normal hierarchical models, although the fi-
nal example involves an application to a beta-binomial
model in which the distribution of the test statistic is
assumed to be approximately normal.

The notion of using partial posterior p values is po-
tentially appealing because it avoids what the authors
refer to as “double use” of the data, that is, use of the
data for both fitting model parameters and evaluating
model fit. In classical terms, this phenomenon is syn-
onymous to masking and is widely known to reduce
the power of test statistics for diagnosing model inad-
equacy. In the present context, masking is avoided by
defining the reference distribution of a test statistic ¢ by
the partial posterior distribution, defined as
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Heuristically, the partial posterior distribution con-
tains information in the data x,,s about model para-
meter 6 not reflected in #,5,. From this definition, it
follows that the partial posterior distribution and (full)
posterior distribution are equivalent when ¢ is ancil-
lary, and that the partial posterior distribution and prior
distribution coincide when ¢ is sufficient. The latter
fact suggests that partial posterior distributions defined
with respect to improper prior densities may not be
proper when the test statistic is “approximately suffi-
cient” for some subset of parameter values. It also pre-
cludes the use of partial posterior model assessment for
objective Bayesian models using test statistics that are
sufficient, although the authors presumably regard suf-
ficient test statistics as being useful only for assessing
the adequacy of (proper) prior distributions. Nonethe-
less, insight regarding the relative advantages of the
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proposed methodology as test statistics vary from be-
ing “nearly sufficient” to “nearly ancillary” would be
useful.

Under regularity assumptions specified in Robins,
van der Vaart and Ventura (2000), partial posterior
p values also have the important property of being
asymptotically uniformly distributed under the null
model. Prior-predictive p values and their extensions to
p values based on pivotal quantities (described below)
share this property—even in finite samples. p values
based on posterior predictive and related reference dis-
tributions do not, which makes it difficult to interpret
these diagnostics for purposes of formal model assess-
ment. Bayarri and Costellanos (B&C) provide convinc-
ing examples that illustrate this difficulty and highlight
the dangers associated with the naive use of nonuni-
form p values. However, it should be noted that the
extreme p values reported by the authors are perhaps
also somewhat suspect given the relatively small sam-
ple sizes considered in the examples. That is, even ig-
noring errors associated with the numerical approxi-
mation of the partial posterior density and the resulting
distribution of the test statistic, asymptotic uniformity
of the partial posterior p values may not have been
achieved to the level of accuracy required for the report
of partial posterior p values down to the number of sig-
nificant digits provided. This concern is heightened by
the plots in the third column of Figure 1, which suggest
that partial posterior p values are anticonservative for
moderate sample sizes.

The significant advantage of partial posterior p
values—that of reducing masking—does not come
without cost, and two potentially difficult tasks must
be performed to construct these diagnostics. First, it
is necessary to estimate the sampling density of the
chosen test statistic as a function of the model para-
meter 6. In the article, this task is performed only for
cases in which the sampling density of the test statistic
can be easily approximated by exploiting a translation-
invariance property of the normal distribution. Such
a strategy is unlikely to work outside of normal fam-
ily problems or for more sophisticated test statistics



