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Comment

Thomas A. Severini

The papers by Reid and by Liang and Zeger cover
several important areas of statistics. I will confine
my comments to three topics considered in Profes-
sor Reid’s excellent review of conditional inference.

1. APPROXIMATE SUFFICIENCY IN THE
PRESENCE OF A NUISANCE PARAMETER

In Section 5 Reid suggests that it may be possible
to approximately eliminate a nuisance parameter
by conditioning on a statistic that is approximately
sufficient for fixed values of the parameter of in-
terest. I now present some recent results regarding
this issue; further details and additional results are
available in Severini (1993, 1994a).

Consider a model parameterized by a scalar pa-
rameter of interest ¢ and a nuisance parameter A;
for simplicity, take A also to be a scalar although
the results hold more generally. A natural approach
to consider, given its optimality in exponential fam-
ily models, is to take S; = ¢, the MLE of ¢, and
S, = )L,,, the MLE of A for fixed . In exponential
family models in which ¢ is a linear function of the
canonical parameter this leads to exact methods of
inference with well-known optimality properties.

In general, under standard regularity conditions,
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and [ is the log-likelihood function. Hence, this ap-

proach is successful in approximately eliminating
the nuisance parameter, to the order considered,
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provided that y = O(n~'/2). In particular, if the dis-
tribution of the data for fixed ¢ forms a full expo-
nential family model, then y = 0; in general, vy is
a measure of how close the distribution is to full
exponential family form.

Consider an exponential family model with log-
likelihood function of the form

l(df’ A) = g(wa A)tl + /\t2 - k((//’ /\)a

where (%1, t3) is the sufficient statistic and is of or-
der O,(n) and dg(¢, A)/d¢ # 0. Then y = O(n~"/2)
requires that
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Under this condition, g(i, A) is linear in A for each
fixed ¢ so that there exists a one-dimensional suf-
ficient statistic for A for each fixed ¢ and the con-
ditional distribution of the data given X,,, is exactly
free of \. When (1) does not hold, we could attempt
to eliminate A by conditioning on S, = ()AW,, A) for
some statistic A, but it is clear that such a statis-
tic S, would have to be equivalent to the sufficient
statistic in the original, unrestricted, model. Hence,
in full exponential family models when the exact
theory of conditional inference fails, an approximate
theory fails as well, at least using the approach con-
sidered here.

This suggests that, for inference in the presence
of a nuisance parameter, methods based on the
marginal distribution of some quantity, such as the
modified likelihood ratio statistic r, are likely to be
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more generally applicable than methods based on a

theory of approximate conditional inference.

2. THE RELATIONSHIP BETWEEN BAYESIAN
INFERENCE AND CONDITIONAL INFERENCE

One advantage of Bayesian inference over non-
Bayesian methods of inference is in the treatment
of problems involving a nuisance parameter. In
Bayesian inference, any nuisance parameter can be
eliminated by integrating it out, at least in princi-
ple. Given the formal appeal of Bayesian methods,
as well as some well-known optimality properties,
it is of interest to determine when a non-Bayesian
method of eliminating a nuisance parameter, such
as conditional inference, corresponds to Bayesian in-
ference with respect to some prior distribution.
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