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It was a pleasure to read Professor Hall’s paper, which so effectively analyzes
the relative performance of Efron’s many recipes for bootstrap interval construc-
tion, under the assumption that the parameter is a function of vector means. In
this setting, Hall shows that the percentile-# and accelerated bias-corrected
methods tie for first place, the main reason being that one consults “Studentized”
tables, and the other looks up “ordinary” tables, after employing an analytical
correction to adjust the critical points.

I share Hall’s prejudice that computer-intensive methods such as the bootstrap
should not have to appeal to tedious analytic corrections and therefore agree
with his preference of the percentile-¢ over the accelerated bias-corrected method
in the present situation. Because all the bias-corrected methods look up tables
“backwards,” the percentile-t may also be preferred in those nonlinear and
nonsmooth problems where the asymptotic distributions are asymmetric, if we
know how to Studentize. One such problem is discussed in Loh (1984).

On the other hand, I believe that the idea of looking up standard tables using
adjusted levels has intrinsic merit on its own, and I will present a simple way of
doing this which does not look up tables backwards and does not involve difficult
analytic manipulations. It turns out that, under the “smooth” model of Hall,
this method yields one-sided intervals that are second-order equivalent to the
STUD and ABC methods and two-sided intervals that possess coverage errors
which are an order of magnitude smaller than those of all the methods examined
in the paper. Furthermore, it requires no more bootstrap sampling than the rest.

The method I propose has its origin in the “calibrated” method introduced in
Loh (1987), and the basic idea is as follows. Starting with any reasonable interval
procedure, bootstrap its coverage probability #(a). (This is a distinct departure
from the other bootstrap recipes because the latter all call for bootstrapping the
distribution of a statistic.) After the bootstrap estimate #(a) is obtained, a
corrected a* is computed that is then used in place of « in the original formula.
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