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F1G6. 3. One y and one x outlier.

Although our results are based on a limited number of data sets, we conclude
that the Welsh trimmed mean should be used with caution in practice.
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1. Introduction. Alan Welsh has resolved an intriguing puzzle posed by
Ruppert and Carroll (1980) in their influential study of analogues of the trimmed
mean for the linear regression model. They showed that an estimator with
“appropriate” asymptotic behavior could be constructed based on “regression
quantiles,” and they also showed that naive trimming based on residuals from a
preliminary fit of the model had a considerably different, and far less satisfac-
tory, asymptotic theory. Welsh has now shown that a less naive, but still
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