1298 DISCUSSION

of the bootstrap estimate of variance to the asymptotic variance. Nor does weak
convergence to normality of the empirical distribution of the centered pseudoval-
ues guarantee corresponding convergence of the jackknife estimate of variance.
The situation begs for robustification—replacement of the variance functional
by a scale equivariant functional that equals variance at normal distributions,
but is weakly continuous there while retaining high asymptotic efficiency. One
possibility is a standardized trimmed variance.

A similar argument exists for replacing the mean functional by a symmetri-
cally trimmed mean (say) in bootstrap and jackknife estimates of bias.
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Professor Wu is to be congratulated on a very interesting paper that advances
our knowledge of jackknife methods and illustrates some problems of hetero-
scedastic data. Of course, Professor Wu’s paper does not demonstrate a superior-
ity of the jackknife over the bootstrap and is not intended as such. The
bootstrap is a more general method. The bootstrap philosophy is to estimate the
probability distribution of the data as accurately as possible and then find or
approximate the sampling distribution of the relevant statistic under this esti-
mated distribution. We agree with this philosophy. The present paper does a
great service in underscoring the need for care about assumptions, both in this
specific case and in statistics in general.

The robustness of the jackknife variance estimator to nonconstant variance is
an interesting and potentially useful property, but what is its real importance for
statistical practice? To answer this question we need to ask, “What types of
heteroscedasticity can we expect in practice and what should be done about
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