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By SoromoN KuLLBACK

Although the results herein described are not entirely new, it is felt that the
method of solution is of interest as presenting further illustrations of the applica-
tion of characteristic functions to the distribution problem of statistics (7).

1. Distribution law of the difference. Let u = z — y, where the distribu-
tion laws of z and y are independent and given respectively by
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The characteristic function of the distribution law of u is given by (1),
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The distribution law of u is given by (1),
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Now it may be shown that (1)
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1 Presented to the American Mathematical Society, June 20, 1934.
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