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1. Introduction. Let Ex I and Ex II be two experiments, the outcomes of
which are described by the two random variables X and Y. Let P(X = 1) =
p=1—-PX=0), P(Y=1)=¢q=1—-—P(Y =0) and 0<p, ¢ <1
An experimenter has to do n experiments, one after another, and at every step
he may choose between Ex I or Ex II. He does not know the values of p and ¢
and he wants to maximize the sum of all outcomes. Therefore he will choose a
strategy, i.e. a procedure which tells him which experiment to use at the kth
step as a function of his previous choices and the previous outcomes of the ex-
periments. The question how to find a suitable strategy is known as the problem
of the two armed bandit. For approaches other than the one used in this paper
see [1], [2], [4], [5] and [6].

We will measure the value of a strategy by a loss function. Let II; be the un-
conditional probability of choosing Ex I at the kth step. The expected value of
the performed experiment at the kth step will be

Mp+ (1—M)g=p—(p— A —1IL) =¢— (¢ — p)k.
We define as loss at the kth step:
max (p,q) — (Ip + (1 — M)g) = (p — @) (1 — IIk)
if p=qor (¢ — p)lIyif p = ¢. The loss L(p, q) for the whole game is then
(p—¢) 2 (1—T) or (¢—p)2 .

In L(p, q) and I:(p, q) the first argument is always related to Ex I. Let 0 =
max (p, q) and 7 = min (p, ¢); then

Lio,7) = (o = 7) 3 (1 = (s, 7))

and
L(r,0) = (6 — 1) 1; (7, o).

As we do not suppose any previous knowledge about p and g, it seems natural
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