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1. Introduction and preliminaries. Among the most useful replacement
policies currently in popular use are the age replacement policy and the block
replacement policy. Under an age replacement policy a unit is replaced upon
failure or at age T, a specified positive constant, whichever comes first. Under a
block replacement policy a unit is replaced upon failure and at times T, 27T,
3T, --- . We shall assume for both policies that units fail permanently, inde-
pendently, and that the time required to perform replacement is negligibly
small. Block replacement is easier to administer since the planned replacements
occur at regular intervals and so are readily scheduled. This type of policy is
commonly used with digital computers and other complex electronic systems.
On the other hand, age replacement seems more flexible since under this policy
planned replacement takes into account the age of the unit. It is therefore of
some interest to compare these two policies with respect to the number of fail-
ures, number of planned replacements, and number of removals. (“Removal”’
refers to both failure replacement and planned replacement.)

Block replacement policies have been investigated by E. L. Welker, 1959,
R. F. Drenick, 1960, and B. J. Flehinger, 1962. Age replacement policies have
been studied by G. Weiss, 1956, and Barlow and Proschan, 1962, among others.

The results of this paper depend heavily on the properties of distributions with
monotone failure rate (Barlow, Marshall, and Proschan, 1963). If a unit failure
distribution F has a density f, it can be verified by differentiating log F(z) that
the failure rate 7(z) = f(z)/F(z) is increasing (decreasing) if log F(z) is con-
cave when finite (is convex on [0, «)). We consistently use ¥ for 1 — F. For
mathematical convenience and added generality, we use this concavity (con-
vexity) property as the definition of increasing (decreasing) failure rate whether
a density exists or not. We shall refer to increasing failure rate by IFR and de-
creasing failure rate by DFR. It is also easy to show that F is IFR(DFR) if and
only if

Fi(8) = [F(z + A) — F(2))/F(2)

is increasing (decreasing) for all  such that A > 0 and F(x) > 0. This implies
F is IFR(DFR) if and only if

(1.1) F(z — A)/F(x)
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