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INTRODUCTION

We congratulate the authors for their considerable
effort to collect and synthesize all of the information
contained in this review paper. Given the breadth of
models, we were particularly inspired by the idea of
how a practitioner would choose among them. We de-
fine some general criteria of flexibility that should be
considered when choosing between different multivari-
ate covariance models, and we apply these criteria in
the comparison between the bivariate linear model of
coregionalization (LMC) and the bivariate multivariate
Matérn.

Which Model Is the Most Flexible?

Since most of the contributions listed by the authors
refer to parametric models of multivariate covariances,
we seek to answer the question, “which parametric
model is more flexible?” We propose to define flexi-
bility with respect to the following:

(A) the colocated correlation coefficient, and
(B) the strength of spatial dependence. For instance,

how different can the scales of the cross-covariances
and the marginal covariances between the two models
be.

As far as (A) is concerned, ideally the colocated cor-
relation coefficient should be defined over the interval
[−1,1]. Let us consider models of the type

C(h) = [
σiσjρijR(h; θ ij )

]2
i,j=1, h ∈R

d,(1)
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with R(·) being a parametric univariate correlation
model in R

d and θ ij ∈ A ⊂ R
q being parameter vec-

tors. Here σ 2
i > 0, i = 1,2 are the marginal variances,

and ρ12 is the colocated parameter describing the cor-
relation between the components of the bivariate ran-
dom field at h = 0. The bivariate Matérn [2] and Wend-
land [1] models are special cases of equation (1).

For the bivariate Matérn case, the validity bound for
ρ12 is given in Theorem 3 of [2], and in general it
depends on the smoothness parameters, ν = (ν11, ν22,

ν12)
′, and the scale parameters, α = (α11, α22, α12)

′.
For instance, assuming a constant smoothness parame-
ter, and α12 < min(α11, α22), a necessary and sufficient
condition for the validity of the bivariate Matérn be-

comes |ρ12| ≤ α2
12

α22α11
≤ 1. In the case where the scale

and smoothness parameters are pairwise equal (i.e., the
separable case), then |ρ12| ≤ 1, and there are no re-
strictions on the colocated parameter. These features
are also present in the bivariate Wendland construction
in [1], where the elements of the matrix-valued covari-
ance are parameterized in the same way as the bivariate
Matérn. As the difference between the parameters α11
and α22 increases, the bound on ρ12 becomes tighter,
as shown in Figure 1.

The linear model of coregionalization (LMC) does
not necessarily share this limitation on the colocated
correlation coefficient. In order to illustrate this, we
start with a simple example: for the following, we write
R(·) := C(·)/C(0), for C some univariate covariance
function in R

d . Then, the bivariate LMC correlation
model R(h) = [Rij (h)]2

i,j=1, h ∈ R
d , can be written

as

R11(h) = a2
11R1(h) + a2

12R2(h),

R22(h) = a2
21R1(h) + a2

22R2(h), and

R12(h) = a11a21R1(h) + a12a22R2(h).

The 2 × 2 matrix A = {aij } has rank 2. Here we fo-
cus, without loss of generality, only on positive cor-
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