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We would like to thank the Editors and referees for their considerable efforts that
improved our paper, and all of the discussants for their feedback, and their thought-
ful and stimulating comments. Linear models are central in applied statistics, and
inference for adaptive linear modeling is an important active area of research. Our
paper is clearly not the last word on the subject. Several of the discussants intro-
duce novel proposals for this problem; in fact, many of the discussions are inter-
esting “mini-papers” on their own, and we will not attempt to reply to all of the
points that they raise. Our hope is that our paper and the excellent accompanying
discussions will serve as a helpful resource for researchers interested in this topic.

Since the writing of our original paper, we have (with many our of gradu-
ate students) extended the work considerably. Before responding to the discus-
sants, we will first summarize this new work because it will be relevant to our
responses.

• As mentioned in the last section of the paper, we have derived a “spacing” test
of the global null hypothesis, β∗ = 0, which takes the form

1 − �(λ1/σ)

1 − �(λ2/σ)
∼ Unif(0,1)(1)

for unit normed predictors, ‖Xi‖2 = 1, i = 1, . . . , p. As opposed to the covari-
ance test theory, this result is exact in finite samples, that is, it is valid for any
n and p (and so nonasymptotic). It requires (essentially) only normality of the
errors, and no truly stringent assumptions about the predictor matrix X. In many
cases, the agreement between this test and the covariance test is very high; de-
tails are in Taylor, Loftus and Tibshirani (2013) and Taylor et al. (2014).

• The spacing test (1) is designed for the first step of the lasso path. In Taylor
et al. (2014), we generalize it to subsequent steps (this work is most clearly
explained when we assume no variable deletions occur along the path, i.e., when
we assume the least angle regression path, but can also be extended to the lasso
path). In addition, we study a more general pivot that can be inverted to yield
“selection intervals” for coefficients of active variables at any step.
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