Statistical Science

2007, Vol. 22, No. 1, 32-35

DOI: 10.1214/088342307000000069

Main article DOI: 10.1214/088342306000000682
© Institute of Mathematical Statistics, 2007

Comment: Fisher Lecture: Dimension
Reduction in Regression

Bing Li

This paper puts dimension reduction into the histori-
cal context of sufficiency, efficiency and principal com-
ponent analysis, and opens up an avenue toward effi-
cient dimension reduction via maximum likelihood es-
timation of inverse regression. I congratulate Professor
Cook for this insightful and groundbreaking work. My
discussion will focus on two points that explore and
extend Cook’s ideas. The first is about the relationship
between the principal component analysis of the pre-
dictor and the regression of the response on the pre-
dictor; the second explores various ways of extending
Cook’s inverse regression to characterize and estimate
variance components.

1. PCA OF X AND REGRESSION OF Y

In his paper Professor Cook has told an intriguing
and fascinating history of the opposing views regard-
ing the relationship between the principal component
analysis of X and the regression of Y on X. On the one
hand, it is often the case in practice that the first few
principal components of X tend to have higher cor-
relations with Y than the other principal components
of X, but on the other hand there seems no logical rea-
son to believe that the direction along which X varies
the most should somehow have a relation with Y. In
this section I ask, and attempt to answer, the follow-
ing question: is it possible for the first principal com-
ponent of X to have higher correlation with Y (than
the other principal components of X) even if nature is
“neutral” in assigning a relation between X and Y and
“arbitrary” in assigning a covariance matrix to X ?

To pursue this curiosity let us consider the follow-
ing situation. Let Rﬁxl) be the collection of all p
by p positive definite matrices, and let F be a dis-
tribution over Rffp that is in some sense uniform.
Suppose nature randomly selects a covariance matrix
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% according to F, and generates X from N (0, X).
Furthermore, suppose that nature selects a linear re-
lation between X and Y completely independently
of the way it selected X; that is, ¥ = g7 X + &,
where B is a random vector in R?, g8 1L (¥, X),
and ¢ 1L (X, B, X) (here LL indicates independence).
Let vy,...,v, be the eigenvectors of the random
matrix X, arranged so that their eigenvalues satisfy
A(vy) = -+ = A(vp). Let p;(B,X) be the correla-
tion coefficient between vl-T X and Y, conditioning on
B and X. Thus pi(B, X),..., pp(B, ¥) are random
variables depending on B and X. The question is:
does |p1(B, X)| in any sense tend to be larger than
lo2(B, ), ..., lpp(B, 2)[?

To make the situation as simple as possible we take
p = 2. We consider two ways of generating X “uni-
formly” over Rixz. Let A1, Ay be ii.d. U(0, ¢), where
c is a large number, say ¢ = 1000. Let A be a random
rotation matrix, say

A= cosf  sinf
~ \—sinf cos6 )’

where 0 ~ U (0,2m) and 6 LL (A1, A2). Let
¥ = A[diag(r1, A2)]AT.

Intuitively, we first create a horizontal (or vertical) el-
lipse with arbitrary lengths of axes and then rotate it
to an arbitrary angle 6. Since c is large this provides a
reasonable approximation to a uniformly distributed X
over ]Riﬁ_xz. Let X, B and Y be generated according
to the procedure described in the last paragraph, with
B ~ N(0, I,). For simplicity, we take ¢ = 0 because it
has no bearing on the problem. We compute the prob-
ability

) P{p1(B, X) > p2(B, X)}

by simulation, as follows. First, generate an i.i.d. sam-
ple (X1, B1), ..., (Zn, Bn). For each (B;, ¥;), gener-
ate an i.i.d. sample (X;1, Yi1), ..., (Xim, Yim). Using
this sample we estimate p1(8;, ;) and p(B;, X;) by
the method of moments. Denote these estimates by



