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1. INTRODUCTION

Professor Cook is to be congratulated for his ground-
breaking work in dimension reduction in regression.
The paper develops a general theoretical foundation for
studying principal components and other dimension re-
duction methods in a regression context. This frame-
work yields a basis for elucidating the strengths, weak-
nesses and relationships among the various dimension
reduction methods, including ordinary least squares
(OLS), principal components regression (PCR), sliced
inverse regression (SIR), parametric inverse regression
and partial least squares. The promising new method,
principal fitted components (PFC), appears to outper-
form some long-standing approaches such as PCR,
OLS and SIR. Finally, as a result of this contribution,
the standard approach to regression, with its emphasis
on fixed predictors and the need to assume away the
randomness of X, and the standard approach to princi-
pal components, with its focus on the correlation ma-
trix rather than the covariance matrix, both seem to be
under question.

Specific contributions of Professor Cook’s paper
include the following: (1) It provides a theoretical
foundation for the widely used principal components
regression. (2) It resorts to a model and thus a like-
lihood function, through the inverse regression of pre-
dictors given response, to study sufficient reduction in a
forward regression problem. Consequently, likelihood-
based inferences can be developed, and the inferen-
tial capabilities of dimension reduction are moved
closer to mainstream regression methodology. (3) It
permits extension to categorical or mixtures of contin-
uous and categorical predictors, an area that most ex-
isting model-free dimension reduction approaches do
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not handle effectively. (4) It seems to be applicable to
problems where the number of predictors exceeds the
number of observational units, which is perhaps one
of the most challenging current frontiers in statistical
methodology. In general, we believe that this paper has
paved the way for substantive research in dimension
reduction, and that it will surely be the subject of much
future application and elaboration.

In what follows, we focus on two issues raised but
not thoroughly addressed in Professor Cook’s paper:
(1) the role of predictor screening and a connection
with the recently proposed supervised principal com-
ponents method and (2) dimension reduction in the
presence of binary predictors.

2. SUPERVISED PRINCIPAL COMPONENTS

Professor Cook has suggested a combination of pre-
dictor screening and principal fitted components analy-
sis when the number of predictors p is large—in par-
ticular when n < p. As Professor Cook noted, tradi-
tional studies have based predictor screening on the
univariate forward regressions of Y on individual Xj ,
j = 1, . . . , p. In view of the results presented in this
paper, it appears that the screening at the outset should
probably be based on the univariate inverse regressions
of Xj on fy . This in turn suggests the following algo-
rithm for PFC in conjunction with predictor screening:

1. Compute the inverse univariate regressions Xj

on fy , for j = 1, . . . , p.
2. Form a reduced matrix Xθ composed of only those

predictors whose regression coefficient on fy is de-
termined to surpass a level-of-significance thresh-
old θ .

3. Obtain �̂ using PFC based on the reduced Xθ .
4. Pass �̂ to the forward regression.

Recently, Bair et al. (2006) proposed an approach
called supervised principal components (SPC), which
can be described as follows:

1. Compute the forward univariate regressions Y on
individual Xj , j = 1, . . . , p.
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