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1. In troduct ion  

t .1 .  Let  P ~  {p,~ :i, j =  0, 1, 2 . . . .  } be the matr ix  of one-step transition probabilities 

for a temporally homogeneous Markov chain with a countably infinite set of states 

(labelled as 0, 1, 2 . . . .  ). The probabil i ty p~j of a transition in n steps from state i to 

state j will then be the (i, j)th element of the matr ix  pn, so tha t  the specification 

of P (or equivalently of A = P - I )  completely determines the system. I t  is known 

(Kolmogorov [24]) tha t  the Cess limits 

Jtij ~ lim 1 ~ P~s (1) 
n--~oo n r - 1  

always exist. Let  II  denote the matr ix  whose (i, j)th element is 7~ ,  and consider 

P r o b l e m  A:  Determine II when P is 9iven. 

This problem has obvious importance for practical applications. A number  of 

special techniques are available for its solution in particular cases (see, e.g., Feller [12], 

Ch. 15, Foster [14], [15] and Jensen [18]); also Feller [12], pp. 332-4, has given a 

general i terative method of solution. We shall give another (non-i terat ive)general  

method in w 2: it will involve the non-negative solutions of 

xj = Y. x~ p~j 
r162 

such tha t  Z x a <  co, and the non-negative solutions of 

Y~= ~ P~Y~ 

such tha t  sup y~ < ~ .  


