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ROOT LOCOLOGIES AND IDEMPOTENTS OF LIE
AND NONASSOCIATIVE ALGEBRAS

DAVID J. WINTER

Locological spaces are introduced. The G-locology for a
subset R of a group G leads to the symmetric G-topology
of R. The connected components of R correspond to ideals
of any normal finite dimensional G-graded nonassociative
algebra A which, for A an idempotent Lie algebra with set
R of roots, are the central primitive idempotents of A.

()• Introduction* The underlying ideas in this paper are that
"ideals" in a Lie algebra or graded nonassociative algebra A corre-
spond to "open sets" in the set R of roots of A; and "direct sums"
correspond to "disjoint unions of open sets."

The first section is devoted to making these ideas precise, in
the language of locologies and topologies for R.

The second section is devoted to the development of a theory
of decompositions of idempotent nonassociative algebras 1 as sums
1 = Eλ + + En of pair wise orthogonal central primitive idem-
potents; and to showing for idempotent Lie algebras that the
central primitive idempotents correspond to the connected compo-
nents Rlf - - , Rn of R discussed in Section 1.

The third section is devoted to relating the open set structure
of R to the ideal structure of a Lie algebra L not assumed to be
idempotent, taking as starting point Theorem 1.21.

1* Locological spaces and root locologies* Let R be a set,
k a set with a specified point Oek called the origin of k, H a
collection of functions from R into k. Suppose that H contains the
zero function which maps all elements of R into 0. Suppose,
furthermore, that for each a e R, x(a) Φ 0 for some xeH. For
I c H, let R(X) = {a e R\x{a) = 0 for all xeX}. Then the collection
<& — {R(X) IX c H} of subsets of R contains R and φ; and is closed
under intersections since

We call R(X) the locus of zeros of X. The collection ^ is a locology
for R in the sense of the following definition.

DEFINITION 1.1. A locology for a set R is a collection & of
subsets of R such that
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(1) φ e £f and R e if;
(2) <& is closed under intersections, that is, S^ c ^ implies

f W S e ί f .
A locological space is a set R together with a locology <& for iϋ. Π

If, in the above example, H also separates the points of R, we
can imbed R in the set F(H, k) of functions from H to k by regard-
ing αeJ? as the function a:H—>k such that α(#) = #(α) for xeH.
Thus, JS(JSΓ) SO imbedded is R(X) = {aeR\a(x) = 0 for all cceX}.
Let us suppose furthermore that k is a group with product + (not
necessarily commutative) and identity equal to the origin 0. Then
the sets R(X) satisfy the following conditions, a + b and —a denot-
ing point wise product and inverse of a, beR and a e R respectively.

(1) if α, b e R(X), then a + b e R(X) ii a + beR, a-be R{X)
if a - beR, and (-a) + beR(X) if (-a) + beR;

2. if αejβ(X) and -aeR, then -αei?(X).
Thus, R(x) is closed and symmetric in the G-locology for R in the
sense of the following definition, G being the group G = F(i2, fc).

DEFINITION 1.2. Let iϋ be subset of a group G with product
άb(a, b 6 G). Then a subset S of R is G-closed if (S2 U SS"1 U S-'SJn
RcS, and S is symmetric if S"1 Π i? c S. Here, Sϊ7 = {α61 a e S,
6e T), S2 = SS, S-1 = {cr'lαeS} for S, Γ c G . The collection £f of
G-closed (respectively symmetric G-closed) subsets of R is called
the G-locology (respectively symmetric GΊocology) of R. •

The G-locology (respectively symmetric G-locology) for a subset
J? of a group G obviously satisfies the axioms for a locology for R.

We now assume that R is an arbitrary locological space with
locology ^ . The elements of ^ are called the closed sets of R,
their complements the open sets of R. Note that i? and φ are both
open and closed. For any subset S of R, <^s = {A Π S|Ae<^} is a
locology for S, called the relative locology on S. The closed and
open sets of S are called the relatively closed and open sets of S
respectively. If S is closed, ^ = { A G ^ | A C S } . The closure of
a subset S of i2 is the intersection S of all closed sets of R con-
taining S. Note that S is closed, contains S and is contained in
every closed set containing S. We say that a subset S of R is
connected if S = Sλ\J S2 where Sx and S2 are disjoint and relatively
closed in S implies that S — Sx or S — S2.

PROPOSITION 1.3 Let S be connected. Then S is connected.

Proof. For A, B closed, S c A U B and S n A Γι B = φ, we must
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show that SdA or SaB. But this follows from the fact that A
and B are closed and, since S is connected, S c i or ScJ5. •

For x 6 R, C{x) is the union of all connected subsets of R which
contain x.

THEOREM 1.4. For xeR, C(x) is closed and connected and
contains x. For x, y eR, either C(x) = C(y) or C(x) Π C(y) — φ.

Proof. Since {x} is connected, C(x) contains x. Suppose that
C(x) c A U B and C(x) n A Π B = φ with A, B closed. We may as-
sume with no loss of generality that xeA. Then every connected
set S containing x is contained in A, so that C(x) c A. Thus, C(x)
is connected. Since C(x) is connected, C(x) — C{x) and C(x) is closed.
Suppose that C(x) n C(y) a z. Then C(z)Z)C(x)9 C(z)z>C(y), whence
C(x) = C(«) = C(»). Π

The above theorem shows that the sets C{x) are the maximal
connected subsets of R. We call C(x) the connected component of
i2 containing x.

COROLLARY 1.5. R can be decomposed as a disjoint union R =
\JieiRi where the Rt(iel) are the connected components of R. •

The connected components Rt of R are closed.

COROLLARY 1.6. Suppose that R = \JieiRi (disjoint union)
where Ri is nonempty, open and connected for all i. Then

(1) the Ri are the connected components of R;
(2) each open and closed subset S of R is a union S = \JieiRi

of certain of the Rt\ and every such union is open and closed.

In particular, the collection £& of open and closed subsets of R is
closed under unions and intersections and is therefore a topology
for R.

Proof. We first prove part of (2), namely, that each union
S = \JieiRi of a subcollection R^iel) of the Rt is open and closed.
Since the Ri are open, S is open since Sc — f\ίeiRi is closed—as the
intersection of closed sets. Similarly, Sc = \JόiIRj is open. Thus,
S is also closed. Taking I = {i}, we have shown in particular that
each Ri is open and closed, as is its complement R\ in R. This
having been shown, we now note that for (1), it suffices to show
that C — Ri for any connected set C containing Rt. This follows
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easily from the connectedness of C and the fact that Rif R\ are
closed and disjoint, C c Rt U Rl and C Γ\ Ri is nonempty. For the
remaining direction of (2), it suffices to show that whenever
R. f| S Φ φ, S contains -22,. This follows directly from the fact that
S, Sc are closed and disjoint, Rt is connected, RiCzSuS0 and Rt Π
SΦ φ. •

We now specialize our considerations to a fixed subset R of a
group (r. We regard R as locological space with the G-locology
for R, and refer to R with this locology as a G-locological space.
For SaR, we denote the complement of S in R by Sc. We say
that S is G-open if Sc is G-closed.

THEOREM 1.7. Lβί S be a G-closed set of R. Then

(ssc u scs u s-isc u scs-χ u SOST1 u (STΉ) n

Proof. Let α e S , 6eS c . Then we have 6 = ar\άb) = (δα)α-1 =
αCα"1 )̂ = (ba^a = (αδ'^α"1 = α(6"1α)~1. Let eZ be any one of the
elements ab, ba, a~ιbf ba~\ ab~\ b~xa. Since S is closed, b £ S and
6 6 (S-1^ U dS"1 U SM U dS U ώ^S U Sd"1), it follows that d g S. Thus,
dei? implies ώeS c . •

In general, the collection £& of open and closed sets in a loco-
logical space R is not closed under finite unions and intersections.
For example, if R is the disjoint union of nonempty sets A, B, C, D,
then 3F = {φ, R, A, B, A% Bc} where the closed sets of R are φ, R,
A, B, C, D, A% B% (A[jB)e. However, 3f is closed under finite
unions and intersections for G-locological spaces R.

THEOREM 1.8. Let Sf be the collection of subsets S of R which
are both G-open and G-closed. Let S, Te 3?. Then

(1) for aeS,b<ίS, we have ab £ R, a~λb 0 R, ab~λ φ R;
(2) S U T and S Π T are in 3f.

Proof. (1) follows from Theorem 1.7 because, since S and Sc

are both closed, we have (SSe U S-'S* U SS0"1) Π R c S n Sc = φ. For
(2), it suffices to prove that S U T is closed and open for all S, Te
3f, since Se & implies Se e & and (S Π T)c = Sc U Γc. Moreover,
S U T is clearly open, since S and Γ are open. We claim that
S U T is closed. Thus, let α, 6 e S U Γ. Then one of the following
cases result:

(1) (α, 6eS) or (a,beT);
(2) (aeS,a(£T,beT,b$S) or (beS,b$T, aeT, a$S).
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In case (1), {ab, a~ιb, ab'1} Π R c S U T. In case (2), the same is true
by the first assertion of the theorem which we have already
proved. •

COROLLARY 1.9. Let S, Γ e S and let aeS, be T. Then either
a, b e S Π T or R contains none of the elements ab, a~ιb, αδ"1.

Proof. Suppose that S Γ\ T does not contain both of α, δ. Then
either aeS and δ g S or a£T and beT. In either case, ab £ R ,
a^biR and άb^ίR by Theorem 1.8. Π

COROLLARY 1.10. // 3f is finite, then R = Rx U URn (dis-
joint union) where the Ri are the minimal nonempty elements of
3? (respectively, the minimal nonempty symmetric elements of

Proof. Let the Rύ be the connected components of R in the
topology 3f for R (respectively, in the topology ^ = {S e 3f\ S is
symmetric} for R). •

DEFINITION 1.11. The open components (respectively the sym-
metric open components) of R are the minimal nonempty elements
of 3f (respectively

COROLLARY 1.12. Let 2$ be finite and express R as the disjoint
union R — Rx U U Rn of its open (respectively symmetric open)
components. Then a subset S of R is closed if and only if S fΊ St

is closed for 1 ^ i <Ξ n.

Proof. If S is closed, then S Γ) Ri is closed since Rύ is closed
for 1 <; i <; n. Suppose, conversely, that S f] Ri is closed for 1 <̂
i ^ n. Let a, b e S = S Π Rx U U S Π Rn- If a,beS ΓΊ Ri for some
i, then {αδ, α - 1δ, αδ"1} Π R c S f] Rt since S Π Ri is closed (1 £ i <Z n).
Thus, suppose that aeS f] Rίf beSΠ Rj with i Φ j . Then α 6 R t

and δ g Ri9 so that {αδ, α - 1δ, αδ"1} f] R = Φ by Theorem 1.8, since Ri
is open and closed. It follows that (S2 U S-'S \J SS"1) f] RczS and
S is closed. •

The above corollary determines the locology of R in terms of
the locology of its open components Ru , Rn for 3f finite.

COROLLARY 1.13. For 2& finite, the set of connected components
of R (in the G-locology) is the union of the sects of connected com-
ponents of the open (respectively symmetric open) components
Ru --,Rn of R. •
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For the remainder of this section, we specialize to G-locological
spaces R where R is the set of roots of a G-graded nonassociative
algebra A, G being a group. Here a nonassociative algebra is a
vector space A over a field k and a product xy e A (x, y e A) which
is bilinear in the sense that

(1) (x + y)z = xz + yz (x, y, ze A);
(2 ) x(y + z) = xy + xz (x, y, ze A);
( 3 ) (cx)y = c(ίπ/) = x(cy) (x,yeA,cek).

A subalgebra of A is a subspace ΰ of A such that B2 cB; and an
ideal of A is a subspace B of A such that AB c I? and BA c 2?.
Here, 5C is the span of {bc\beB, ceC} and B2 = BB. A G-graded
nonassociative algebra, G being a group, is a nonassociative algebra
A together with a G-grading of A, that is, a collection {Aα | a e G}
of subspaces of A indexed by G such that

(1) A = Σ α 6 ί ? Aα (direct sum of subspaces);
( 2 ) AαA& c Aab for all α, b e G.

The seί of roots of A with respect to the G-grading of A is R =
{α e GI α =£ 1, Aα ^ 0} where 1 is the identity of G and 0 is the null
space of A. The elements of R are called roots. We let H — Alf

As - ΣiaeSAa and J ^ - ΣaeSHaHa-ι + # f l-iiία for S c Λ .

We let <JS> be the subalgebra of A generated by B for any
subset B oί A.

DEFINITION 1.14. We say that the G-graded nonassociative
algebra A is normal if

(1) for each aeG and S c G , AaAs = 0 = A5Aα implies that
Aa(As) c <A5> and (As)Aa c <Λ>;

( 2 ) AMs) c <Λ>, <A,>Λ c <A,> for all S c G ;
( 3 ) A£AaAa-i) c AaAa-i for all αeG;
( 4 ) A^J5c JS and BABa B and 4 c S imply that <A5> c J5 for

all SaG.

Note that graded Lie algebras and associative algeras are
normal.

THEOREM 1.15. Let A be normal and let S be a subset of R.
Then

(1) for S closed, Hs* is an ideal of H and (As) = As + Hs*
where S* = S f] S"1;

(2) for S open and symmetric, (As) is an ideal of A and
(As) =AS + A%;

( 3 ) for S lopen and closed, {RS U RS-1 U SR U S~λR} Γ\RaS,
{SCS U S'S-1 U SSC U S-'S*} ΓiR = φ and {RS U RS'1 [jSRΌ S^
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{RSC U RiST1 U SCR U (ST 1^} ΠE = φ;
(4) for S open, closed and symmetric, {As} — As + Hs* is an

ideal of A.

Proof For (1), suppose that S is closed. By normality, Hs* is
an ideal of Ax = H. Clearly, ASHS* U HS*AS c As. Finally, ASAS c
Λ + JEk since S2nRaS. The first part of (3) follows from
Theorem 1.7 for S open and closed, since (S2 (J SS"1 U S-^ΓiRczS;
and the second and third parts follow from the first applied to
both S and Sc. Clearly, (4) follows from (1) and (2). For (2),
assume that S is open and symmetric and let B = As + A%. Let
a 6 Sc. Since S is symmetric, α"1 g S. By (3), (SCS U SSC) Π JB = φ.
Thus, AβA5 = 0 = ASAU. By normality, therefore, (Ax + Aa)(As} c
<A5> and <Λ>(Λ + Aβ) c <A5> for all a e Sc. Thus, (As) is an
ideal of A. It now remains only to show that (As) = 2?, that is,
that B = As + A% is a subalgebra of A. For this, it suffices, by
normality, to show that ASB U BAS c B; for then (As} c J5 by nor-
mality, since As c J5, so that (As) = 5. Since JB = A5 + A|, to
show ASB U BAS c JB reduces to showing that ASA\ U -A|A5 c As +
A|. Therefore, consider D = Aα(A6Ac) where a,b,ceS. If α + 6 +
c e S or α + δ + c ί i? , then DaB. Thus, assume that α + δ + c 6 S c .
Since S c is closed, a 0 Sc, and a = (α + 6 + c) — (δ + c), we have
6 + c ί S c . But then either b + ceS, in which case DczA%; or
δ + c g J?, in which case 2) = Aβ(0) = 0. Thus, in all cases, DaB.
Thus, AsA

2

sczB. Similarly, A%As(zB, and it follows that (As)c:B,
therefore (As) = B. Π

DEFINITION 1.16. If A2 = 0, A is abelian. If A has no ideals
other than A and 0, A is simple. Π

COROLLARY 1.17. For A simple and nonabelian and normal,
Hs — H for every nonempty symmetric open set S of R.

Proof. By Theorem 1.15, As + A% must equal A, so that H =
Hs. •

COROLLARY 1.18. Let A be normal and let S, T be open and
closed sets of R. Then As^τ + H{Sί]τ)* and (As) Π (Aτ} — ASΓ[T +
Hs* n HΓ* are ideals of A.

Proof This follows directly from Theorem 1.8 and 1.15. •

Some of our observations can now be summarized as follows.
The proof is straight forward.
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THEOREM 1.19. Let A be finite dimensional and normal, let
Ru , Rn be the open components of R, let At — AR. + HR* (1 ^ i ^
n) and let I be the sum of all ideals of A which are contained in
H. Then

(1) the Ai are ideals of A (1 <| ί ^ n) and A = H + A1 +

• + An;
(2) I is an ideal of A contained in H and IAa = 0 = AaI for

all aeR;
(3) ^ ^ © I j φ i (direct sum) where A = A/I, 3 =

H + /// and A* = A< + 1/1(1 £i£n). D

Finally, we specialize to the context of a finite dimensional
Lie algebra L over a field k with split Cartan subalgebra H. Let
G be the group G = F(H, k) with a product a + b(a, beG) defined
by (a + b)(h) = α(fc) + δ(fe) (heH). Then the Cartan decomposition
£ = ΣαeG^α is a G-gradίng for L such that H — Lo. Let iϋ be
the corresponding set of roots with the G-locology, so that L =

H + Σαeigί'α

Corollary 1.18 and Theorem 1.19 can now be refined as follows.

COROLLARY 1.20. Let S,Te&. Then

(1) [Ls, Lτ] c J W + Hsnim where Γ, = Γ U ( - Γ ) ;
(2) for S and T symmetric, aeS, beT, we have [La, Lb] —

[Ha, Lb] = [La, Hb] = [Ha, Hb] = 0 unless a,beSf]T.

Proof Since (S + T) Π R<z (R + S) Π (R + T) Π i2c,S Π Γ by
Theorem 1.7, we have [Ls, Lτ] c L 5 n r + Hsf]T*. Suppose next that
S and T are symmetric, α e S and beT. Iΐa + b = 0ora — b = 0,
then α, b e S Π T by symmetry. Thus, suppose that a + b Φ 0 and
α - 5 ^ 0. Then a + bgR, a — b&R and —a-\-bgR unless α, δe
S n T, by Corollary 1.9. Since [Ha, Lb] - [[Lβ, L_J, Lδ] = [[Lα, L6],
L-a] + [ί'α, [ί/-α, A]], it follows that [Ha, Lb] = 0 unless α, δ 6 S Π Γ
or α, - k S n Γ ; that is, unless α, beSΓϊ T. And since [Hα, Hb] =
[[fΓβ, LJ, L_δ] + [Lδ, [Hβ, L_J], it follows that [Ha, Hb] = 0 unless
either α, 6 e S Π 21 or a, -b e S Π T; that is unless α, b e S Π Γ. D

COROLLARY 1.21. Let Rlf -- ,Rn be the symmetric open compo-
nents of R and let L{ — LR. + HRi(l <L i <^ ri). Then L = H + Lt +
• + Ln, [Lί9 L^ c Lίy [Lu Lj] = 0 /or I <^i, j <*n and iφ j and

Proof. Since i? = ϋ^ U U Rn (disjoint union of symmetric
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open and closed sets), this follows directly from Corollary 1.20 and
the fact proved in Winter [4] that L°° = Σ,aeR[La9 Ir-β] + Σ«β*£.. D

Before turning to the next section, we mention that the set £&
of open and closed (respectively symmetric open and closed) sets of
a G-locology for R determine a topology <i^> for R as defined
below. Our use of this topology has been restricted to the case
where £2f is finite, in which case !2ί = <^>. That <ϋ^> is, in
general, a topology for R is evident.

DEFINITION 1.22. The set <^> of unions of subsets of 3r is
called the G-topology (respectively symmetric G-topology) for R. •

2* Idempotent nonassociative algebras and Lie algebras* In

this section, all nonassociative algebras are finite dimensional.

DEFINITION 2.1. In a nonassociative algebra A, an idempotent
is a subalgebra E of A such that E = E2 Φ 0. If E =g Eu E1 is
proper in E. If EXE2 = 0 = E2El9 Ex and E2 are orthogonal. If an
idempotent i? cannot be written as E — Ex + E2 where Ex and E2

are proper orthogonol idempotents in E> then £ is a primitive
idempotent. The identity of A is 1̂  = A(oo) = Γ)Γ=i A(i); where Aω —
A2 and A(i+1) = A{i)2 for all i. An idempotent E of A is central if
either 14 = E or 1A = E + F where E and JP are orthogonol idem-
potents. If A — A2 Φ 0, A is an idempotent algebra. And A is
primitive if A. is a primitive idempotent of A.

Note that 1̂  — 0 if and only if A is solvable in the sense that
A{ί) — 0 for some i. For A nonsolvable, 1A is an idempotent of A
and 1 4 contains every idempotent E oί A. If A = A2 Φ 0, then
A = lA, in which case A is an idempotent algebra. If E is a central
idempotent of A, we have 1AE = £71^ = .£7, since 1̂  = i? + F where
(E + F)E = E(E + F) = E.

It is possible to align our language even more closely with the
classical theory of idempotents by noting that each central idem-
potent E of A determines a unique minimal central idempotent,
called 1A — E, such that 1A — E and E are orthogonal and such that
1A = E + (1A - E). For iί 1A = E + F = E + G where F and G
are central idempotents orthogonal to A, then 1A = L2

A = E + FG =
E + FnG = E + (FnG)^ = E + H where JET is the central idem-
potent (FflG)1"1 contained in FpiG.

THEOREM 2.2. A nonassociative algebra A has only finitely
many central primitive idempotents Elf •••, En. They are pair wise
orthogonol and their sum is 1A = Ex + + En. Every central
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idempotent E of A is the sum E = Σ^^^o Et of those Et not ortho-
gonol to E. In particular, A has only finitely many central idem-
potent s.

Proof. We claim first that any central idempotent E of A
can be written as E = Ex + + Em where the JSi are pairwise
orthogonol central primitive idempotents. We use induction on the
dimension of E. If E is primitive (as when E has dimension 1),
we take E = E±. Otherwise, we can write E — F + G where F and
G are proper orthogonol idempotents. Since E is central, so are F
and G. By induction, we may write both F and G, and therefore
also E, as sum E — Eι + + Em of pairwise orthogonol central
primitive idempotents, as claimed. Since either 1A — E or 1A = E+F
where [E, F] = 0 and F is a central idempotent, we can write F —
Em+ι + " + En and 1A - Ex + + En where the Et are pairwise
orthogonal central primitive idempotents for 1 <^ i <; w. Let P be
any central primitive idempotent. Then P = l^P = P l 4 = P£Ί +
• + PEn = £ΊP + + # n P and PJί, U ^ P c P n ^ for all i. Thus,
P ^ Φ 0 for some i, say i — 1, without loss of generality. We claim
that P = Eί, since PEX Φ 0. We have P = P(oo) = PL + - + Pn

where Pά = (P n ^i)(oo). Since P? = P4 and PάP, = 0 = P ^ for i ^ i ,
P = P, for some j . Thus, P c ^ . Since P ^ φ 0, we have i = 1
and PdE^ If P = 1̂ , then 1̂  = P = EΊ, and we are done. Other-
wise, write 1̂  = P + Q where P and Q are orthogonol central
idempotents. Then Eλ = ^ 1 ^ = £ΊP + EλQ = P + J51nQ = P + P '
where P ' = (JSΊ Π Q)(oo). Thus, P ' = 0 and ^ = P; for otherwise P '
is an idempotent orthogonol to P and Ex is not primitive. •

THEOREM 2.3. Lei G be the connected component of the identity
of the automorphism group AutA of a nonassociative algebra A.
Then G and its Lie algebra G stabilize each central idempotent of
A. If the characteristic is 0, the central idempotents are stable
under the derivations of A. And if A is a Lie algebra of charac-
teristic 0, the central idempotents are ideals of A.

Proof The subgroup H of elements of G which stabilize each
central idempotent of A is closed. Furthermore, G permutes the
central idempotents of A. Since there are only finitely many, by
Theorem 2.2, G: H is finite. But then H is open, since H and its
finitely many cosets are closed. Thus, H is open and closed, so
that G = H by the connectedness of G. Thus, the central idempo-
tents of A are stable under G, therefore under G. In characteristic
0, G = Der A, where Der A is the algebra of derivations of A. If
A is a Lie algebra of characteristic 0, we therefore have ad A c
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Der AaG, so that the central idempotents of A are ad A-stable,
that is, they are ideals of A. Π

COROLLARY 2.4. Let the central idempotents of Abe Eu , En.
Then for any idempotent ideal I of 1A, I — Ix + + In where It

is an idempotent of EJ^l ̂  i ^ n). If A is a Lie algebra, these It

can be taken to be ideals of 1A.

Proof I=1J= Σ?-i EJ c Σ?=i Et Π I c I and / = Σ?=i h where
J. = (#. n /) (oo). Note that I* is an ideals of 1̂  if A is a Lie
algebra. •

COROLLARY 2.5. Suppose that L is a Lie algebra. Then the
Cartan subalgebras H of 1L = L(0O) are ίfcβ subalgebras H = JEΓj +
• •• + iϊTC where the central primitive idempotents are El9 , JS7n

are ^ is a Cartan subalgebra of Et for 1 ^ i ^ n. For each such
H,Hί-=Eir\Hfor I ^ i ^ n.

Proof Each such H is a Cartan subalgebra of l z , since
(lΛ(ad H) = Σ?-i (^)o(ad JT) - ΣΓ=i (^)o(ad £Γf) - ΣlU fl* = H. Con-
versly, let H be a Cartan subalgebra of 1̂  = L(oo). Let ίZ"̂  = JE74 Π
(£Γ + Σ ^ i J î) for l<Li<>n, and note that jffc flΊ + + £Γn since
£Γc Eλ + + En. We may conclude that Hi c ( ^ ^ a d jff<) c
(£yo(ad H) = EiPiHaH tor 1 <L i £ n, so that H = H, + + Hw.
But then ίZ, = Eif)H= (E^ad H) = (J^)o(ad JH*) and fl, is a Cartan
subalgebra of JSj for 1 ^ i <̂  %. Π

Note that the Cartan subalgebra H, in the above theorem, is split
if and only if Hi is split for 1 <^ i <l n. In the proofs of Theorems
2.6 and 3.3, we make use of [Hi9 Hj] = 0 for i Φ j to conclude that
R(X, U Xi)=-B(fli U U fin) = Λ(flί + + Hn) =

THEOREM 2.6. Let H be a split Cartan subalgebra of an idem-
potent Lie algebra L, and let R = R1\J U Rn be the decomposition
of the set R of roots of H into its connected components Rt (l^i^ri)
in the symmetric G-locology for R where G — F(H, k). Then

(1) Ri is open and closed for 1 ^ i <I n;
(2) the ideals Ei = (LB.} = LR. + HB. (1 <> i <Z ri) are the

central primitive idempotents of L so that L = Eλ + + Enf

[Ei9 Ed] = 0 for iΦ j;
(3) L is primitive if and only if R is connected.

Proof Let Elf - -, Em be the central primitive idempotents of
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L and iϊ, = HΓϊEi (l^i<Lm). By Theorem 2.2 and Corollary 2.5,
L = Ex + + Em, Hi is a split Car tan subalgebra of .27,(1 ̂  i <£ m)
and H = H^ -•• + Hm. Let X, = U5UBy - #< and Λ< = Λ(a?4)
(1 <̂  i <; m). We claim that the Ru which are closed, are also open;
and that the Rt are, in fact, the connected components of R. Note
first that Rt Π Rs = R(Xt U Xs) = R(H) = φ for i Φ j . Next, let
α e δ , so that 0 Φ Lα(ad JET) = Σ (•#<).(*<!#<) and 0 ^ (^)α(ad jfft) for
some i. Then 0 = (^)β(ad Hό) since [#„ #,-] = 0, so that a(H5) = 0
for i Φ j . Thus, a e R(Xt) = Rt. It follows that R = i?x U U Rm

(disjoint union of closed sets). Furthermore, a(Ht) Φ 0, and we see
easily that Rt therefore is also Rt = R — R(Ht), an open set
(1 <̂  i ^ m). Moreover, we see that Rt = {a e R\(LJα(ad fί) ^ {0}}
(1 ^ i <; m). Since iZ, n ^^ = ^ for i Φ j , it follows that Et contains
LR. and Et Π LBj = 0 for 1 <: ί, i ^ m and i ^ j . Since Rt is open,
closed and symmetric, Ft = LR. + HB. is an ideal of L (1 <̂  ΐ ^ m).
Since EtZ)(LRi) = i^, since F? = F, (ί ^ i ^ m) and since L = L2 =
LB + HB = F1 + + jPm, the i*7* are central idempotents of L. It
follows easily from Theorem 2.2 that Et = Fi9 so that Ei — LB.

JrΉ.Bi

(1 <̂  i <; m). For (1) and (2), it now remains only to show that Rt

is connected. Thus, suppose that Rt = S U T (disjoint union) where
S, T are relatively closed and symmetric in R{. Since S and T are
relatively closed and symmetric in Ri9 and disjoint, S and T are
relatively open in R^ It follows that, in the Lie algebra Li = LB.+,
H, S and T are open, closed and symmetric. Thus, [Ls, Lτ] — 0 by
Corollary 1.2, since S Γ\ T = φ. It follows that Et = LRi + HBi = E+F
where E = Ls + Hs, F = Lτ + iϊΓ, JS?2 = E, F2 = F, EF = 0. Since
I?, is primitive, Et = E or Fi = F and Γ = ^ or S = <*. It follows
that Ri is connected (1 ^ i ^ m). In particular m ~ n. Now (3)
follows from (1) and (2), and all assertions have been established. •

COROLLARY 2.7. For a Lie algebra L with split Cartan subal-
gebra H and set R of roots, if L is semisimple (characteristic 0) or
classical (characteristic p > 0), then the connected components Rt of
R in the symmetric G-locology are the irreducible root systems of R
in the sense of Bourbaki [1]. •

In the proof of Theorem 2.6, it is actually shown that the Rt

are open and closed in the locology {R(x) \ Xc H) which, a priori, is
a coarser locology than the symmetric G-locology. On the other
hand, the Rt are also the connected components of R in the sym-
metric G-topology of R.

3* Ideal structure and locology of a Lie algebra and its root
spaces* In this section, we consider a finite dimensional Lie algebra
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L with split Cartan subalgebra H and corresponding set R of roots
with the symmetric G-locology of 1.2, 1.20.

THEOREM 3.1. Let L = L1 + + Ln {sum of ideals) where
[Lif Lj] = 0 for 1 <; i, j <̂  w ami ΐ ^ .?. 27&ew

(1) H = Hi + + Hw ami J? = # ! (J U Rn (disjoint) where
Ht = ffn A αwd i2, = {a e i? | (Lt)β(ad £Γ) ̂  0} /or 1 ^ i ^ w;

(2) iϋi ΐs opew αwd closed. Hi is a Cartan subalgebra of Lt

and Li = Hi + LB. for 1 ^ i ^ n;
(3) L00 = Σ £Γ, £Γ = LΛ# + HR. and [L, L~] = Lΐ for l£i£n.

Proof As in the proof of Theorem 2.6, we see that H — HXΛ-
\-Hn, R = RiU " * \jRn (disjoint), Rt is open and closed and Hi is

a Cartan subalgebra of Lt for 1 ^ i <: n. For a 6 i^, we have a ί Rά

and therefore ( L ^ a d fί) = 0 for i ^ ^. It follows that the de-
composition of Li under ad H is Lύ = Hi + ΣiaeRi La = H€ + LSi.
Clearly L°° = LΓ + + l £ , since [L,, L, ] = 0 for i ^ j . Since L4=)
L^. and [L, Lr] = I/Γ+1 for all m, we have LiZ)LB., LI = [L, L^D
Z/̂ ., •••. Thus L?Z)LB.. Since LR. + HB. is and ideal of L< and
LJ(LB. + JΪΛ<) is nilpotent, we also have I/* c LΛ< + JBΓS<, so that
Li — LR. + HB. for 1 ^ i <; n. That [I/, LΓ] = LΓ is clear since L=
Lx + + Ln and [L,, Ly] = 0 f or i Φ j .

The following theorem is proved in Winter [3] and, under a
stronger hypothesis, in Winter [2].

THEOREM 3.2. Let L be a Lie algebra, I and ideal of L.
Suppose that either the characteristic p of L is 0 or (aάjiy c ad7/.
Then /0(ad (H Γ) /)) is a Cartan subalgebra of I for every Cartan
subalgebra H of L. •

THEOREM 3.3. Let I be an ideal of L and suppose that
JΓ0(ad H D I) is a Cartan subalgebra of I. Let I = It + + In

(sum of ideals) where [Iif Ij] = 0 for 1 <̂  i, j ^ n and i Φ j . Then
(1) HΣ = Hx+ + Hn and Rt = JBX U U Rn\J S (disjoint)

where Hz = jff Π I, Λ< = {α 6 J811.CHj) ^0}, S = ^(Jϊ/) α^d Rt =
{αei? - S\Iia(HI) Φ 0} for 1 ^ i <,n;

(2) it!* is relatively open and closed in JB7 — S, Ht + IiS is a
Cartan subalgebra of It and Ii = (i?* + /<5) + IB. for 1 <> i <^ n.

Proof I0(ad IH) — Hj + Is is a Cartan subalgebra of / by
Theorem 3.2. We have Hz = J0(ad £Γ) = Σ?=i ίio(ad i ί) = Σ?=i -Hi-
Letting X4 = U?=i H"i - ^ a n d ^i = ^(-Σ*) f or l^i^n, we have
& Π 4 = RI(Xi U Xj)=R(Ht U U J2n)
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for all i Φ j . Here, we use the fact that [hίf hd] = 0 (^e Ht) for
all i Φ j implies that a{hx H h hn) = α(λχ) H h α(Λ»). Let Rt be
the complement of S in Rίf so that i?* Π Rj = ^ for i Φ j . For α e
JRJ — S, we have 0 =£ Iia(Hj) = Iiα(ad JHi) for some i; and therefore
αCSTj) = 0 for j Φ i; and therefore a(Ht) Φ 0 and aeRi — S — Ri. It
follows that Rjr = R, U U Rn U S (disjoint), with JK, relatively
open and closed in RΣ — S. It also follows that It — J<0(ad jff7) +
ΣaeRtla = (Hi + IiS) + IMi. As in the proof of Theorem 3.1, K =
ίίj + I^ is Cartan subalgebra of J implies that Z* = if Π h = Hi + IiS

is a Cartan subalgebra of î  for 1 <̂  i ^ n. •

We can now improve Corollary 1.21 and use it and Theorem 3.3
to prove that if i L = H Π L°° is a Cartan subalgebra of L, the
connected components Rt of i2 in the symmetric G-locology are
both open and closed. Whether this is true when ΈL^ is not a
Cartan subalgebra of L°° is an open question, the answer of which
is probably negative.

THEOREM 3.4. Let Ru -*-fRn be the connected components ofR>
in the symmetric G-locology, and let Lt = LB. + HB. (1 <i i ^ n).
Then [Li9 Lt] c Lu [Lif Ld] = 0 for i Φ j and L~ = L, + . + Ln.

Proof. Choose a decomposition R = Rx U U Rn (disjoint) with
n maximal satisfying all of the following conditions:

(1) The Rt are closed, nonempty, pairwise disjoint;
(2) every connected subset of R is contained in some Rt;
(3) the conclusion of the Theorem 3.4 holds.

We claim that the Rt are the connected components of R, that is,
that each Rt is connected. If Rn is not connected, then Rn = R'n\J
R'n+1 (nonempty, closed, disjoint) and each connected subset of Rn is
either in R'n or in R'n+1. In the context of the Lie algebra Ln =
LRn + HB%, R'n and R'n+1 are relatively closed and open, so that Ln =
La + Lb with LlczLa, U<zLb, [La, Lb] = 0 where La = LR>n + HBn

and Lh — LB>n+1 + HB'n+ι. Thus, Rlf , Rn_u R'n, R'n+1 satisfies condi-
tions (1), (2), (3), a contradition. We must conclude that Rn (and,
similarly, Rt for all i) is connected as asserted. Note that the
assertion L°° = Lx + + Ln is verified as in Corollary 1.21. •

COROLLARY 3.5. Suppose that H^ = H n L°° is a Cartan subal-
gebra of I/59. Then

(1) the connected components Rt (1 <^ i <. n) of R are both
open and closed;

(2) HR. is a Cartan subalgebra of LB. + HB. — Lt (1 <; i ^ n)
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and Z/°° = Li + + Ln (sum of ideals of L) where [Lίf Lj] = 0 for
i Φ j .

Proof. We have (2) by Theorem 3.4 and the hypothesis. Thus,
by Theorem 3.3, Rt is open and closed in RI~S = R — S = R —

= R-φ = R. •

Finally, we note that Theorem 3.4 is in the direction of a con-
verse to Theorem 3.1. It provides a decomposition L^^L^ γLn

where Lt = LB. + HR. and the Ri are the connected components of
R. It follows immediately that the same is true if the Rl9 , Rn

are pairwise disjoint and every connected component of R is con-
tained in one of the Rt as is the case when R — Rx U U Rn is
disjoint union of open and closed sets (the situation which immerges
in Theorem 3.1). Although it may not be possible to lift such a
decomposition I/°° = Lι + + Ln to a decomposition L — LXΛ Ln

of L (compare with the hypothesis of Theorem 3.1), the following
lifting is possible when H is abelian.

THEOREM 3.6. Let H be abelian and let L°° = L1 + + Ln

with Lt — LR. + HR., R — R1 U U Rn {disjoint) and [Lit LJ c Lίf

[Lif Lj] = 0 for all i Φ j . Then there is a Lie algebra L containing
L as ideal and decomposition L = Lx H V Ln (sum of ideals such
that [Li, Lj] = 0 for i Φ j and L ( Π i = A (1 <̂  i ^ ri).

Proof. L is ideal of M=(Deΐ L)φ L (semidirect) where [D, x] =
D(x) for J5eDerL, xeL. Let heH and define D^L-^L so that
A is linear, Dt(H) = 0, AUΛ< = adfcUΛ<. AC&*,) = 0 for i ^ i
One easily verifies that Dt e Der L (1 <̂  i ^ ri). Since A depends on
h, we use the notation Dt = A W The span ^ 0 of { A W | l ^ i ^ ^ f

heH} is a commutative subalgebra of DerL and we let L = H0-\-L
and H = Ho + H. Clearly H is a Cartan subalgebra of L. Let
Ht = {xeL\[x, Lj] = 0 for all i Φ j and [x, H] = 0}. We claim that
i ϊ = Hx + + Hn. Clearly, jyx + + Hn contains ίϊQ. Let heH
and α? = fc - (A(fc) + + AW). Then |>, A] = 0 for 1 ^ i ^ ^.
Furthermore, [α;, Jϊo] = 0. Finally, [#, jtf0] = 0. It follows that x
centralizes L. In particular, x e L0(ad H) = H. It follows that x e
Hi for all i and that h = a? + A(Λ) + + A W e fli + + iϊ»
Thus, H(zH1+---+Hn9 so that ^ c ^ + + ^ n . Since [ ^ H] = 0
and [^, L, ] = 0 for i ^ i , we have [Hiy A(5)] = 0 and [Jϊ,, D^JBΓ^O
for i Φ j , so that [Hif Ho] = 0. It follows that iϊ, c L0(ad H) = H
(1 ^ i ^ w). Thus, H = &+•••+ Hn. Let £ 4 = ̂ + A ( l^ i^w).
It is then evident that £ = Lx + + Ln is a decomposition satis-
fying the asserted conditions. •
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Clearly, the R% in Theorem 3.6 are open and closed in R in the
locology defined by H.
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