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LIMIT CIRCLE TYPE RESULTS FOR
SUBLINEAR EQUATIONS

JOHN R. GRAFF

Recently there has been an interest in obtaining integrability criteria
for solutions of nonlinear differential equations similar in nature to those
known for linear equations. In the classic paper on the subject, H. Weyl
classified the second order linear differential equation

¢)) (a()x’)y +q(t)x =0
as being of the limit circle type if all its solutions are square integrable,
ie.,

0
f x?(u) du < oo;

otherwise the equation was said to be of the limit point type. In this
paper we discuss extensions of the limit point-limit circle classification to
forced second order nonlinear equations of the type

) (a(t)x’) + q(1)f(x) = r(2).

Throughout this paper we will assume that a, ¢, r: [¢,, 0) = R and
/: R > R are continuous, a’, ¢’ € AC,[t,, ©), a”’, q" € L2 [t,, ), a(t)
>0, g(¢t) > 0 and xf(x) = 0 for all x. We will say that equation (2) is of
nonlinear limit circle type if every solution x(¢) of (2) satisfies

[ 6w 1)) e < o,

Iy

and we will say that equation (2) is of nonlinear limit point type
otherwise. (For a discussion of other possible definitions of nonlinear
limit point and limit circle we refer the reader to the papers of Atkinson
[1] and Graef [7].) This of course reduces to the square integrability of
solutions in the case of equation (1). While some authors have discussed
the nonlinear limit point-limit circle problem (see [1, 3, 5, 7, 9, 12, 13, 14,
16]), the majority of the results obtained have been of the nonlinear limit
point type for unforced equations. In fact only the papers of Graef [7] and
Spikes [12,13] contain limit circle results for equation (2). Moreover, in
the papers written on the nonlinear limit point-limit circle problem to
date, the case of f(x) being sublinear has either been ignored completely
or explicitly excluded by hypothesis from consideration. It is our purpose
here to consider this case exclusively. Henceforth we consider the equation

3) (a(6)x’) + q(1)x* = r(1)

85
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where a, ¢ and r are as above and y is the ratio of two odd positive
integers with 0 <y < 1.

Main results. We begin with a lemma which is needed in the proof
of some of the other results in this paper. It gives sufficient conditions for
all solutions of equation (3) to be bounded; the hypotheses placed on the
functions a, g, and r are compatible with those used in the remainder of
the paper. For any continuous function 4 we let

h(u), = max{h(u),0} and h(u)_= max{-h(u),0}
so that A(u) = h(u), —h(u)_.

Lemma 1. If
4) [ a(w)g(w)” /a(u)q(u)] du < oo
and 0
(5) /:[n r(u)]/ (a(u)g(u))"”?] du < oo,

then all solutions of (3) are bounded.

Proof. Write equation (3) as the system
x'=w,
w' = (~a'(t)w — q(t)x* + (1)) /a(t),
and define
Vix,w,t) =a(t)w?/2q(t) + x**'/ (v + 1).
Then
Vi =r(t)w/q(t) — w(a(t)q(2)) /24*(1)
< r(t)w/q(1) +[(a(1)g(2)). /a(t)q(2)]V.
Since | r(t)w/q(t) |< [r(t)/(a(t)q(2))'*Na(t)w?/24(t) + 1/2], we have
v <[r()/ (a(1)q(1)'* + (a(1)q(1)). /a(1)q(0)] ¥
+r(1)/2(a(1)q(2))"*.
Conditions (4), (5), and Gronwall’s inequality imply that V" is bounded,

and it follows immediately that x(#) is bounded.

REMARK. Lemma 1 can be extended to include equation (2) as long as
f(x) satisfies [;f(u) du — oo as|x|— oo.
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In [7] the author introduced a new transformation which was particu-
larly effective in handling equation (2) when f(x) is superlinear. In order
to make use of this same transformation and to compare the results here
to those in [7], we first note that if y is the ratio of two odd positive
integers, say y = (2M — 1) /(2N — 1) where M and N are positive in-
tegers, then we can write

y=2n—1 wheren=(M+N—-1)/(2N —1).

Wenowleta = 1/2(n + 1) and 8 = (2n + 1)/2(n + 1) and define
(1,) s= [ la*(w)/a"(w)] du and y(s) = x(1).

Under the transformation (7,) equation (3) becomes
(6) y+ap(t)y + P(t)y" = R(z)

where “-"= d/ds, p(1) = (a(1)q(1))'/a*(1)g*" (1), P(1) =
(a(t)q(1))?*, and R(t) = aP~*(t)r(t)/q**(¢). It will be convenient to
write equation (6) as the system
o) y=z=ap(t)y

i=uap(t)y — P(t)y* + R(z).

THEOREM 2. Suppose that condition (4) holds,

) [ 1 {(alw)a(w)y /2" () g (w)y

)

+ (172 = &)[(a(u)q(u) T /a**(u)g**(u) | du < oo,

and
©) LT 1/ (aw)g()] du < co.
If
(10) [T/ (a(w)q(u)” "] du < oo,

then equation (3) is of nonlinear limit circle type, i.e., any solution x(t) of (3)
satisfies

(11) foox7+l(u) du < «.

o
Proof. If we define
Wy z,s) =22/2+ P(t)y"™'/ (v + 1)
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then we have
V(s) = ap(t)yz + R(1)z +[P(1)/ (v + 1) = ap(1)P(1)] ™"
=ap(t)yz + R(1)z.

First we note that since 0 <y =<1, we have 3<y+3=<4s0 1/3>
1/(y + 3) = a=1/4. Moreover, since (4) implies that the product
a(t)q(t) is bounded from below away from zero, conditions (4) and (9)
together imply that condition (5) holds. Hence, all solutions of (3) are
bounded by Lemma 1. Next we see that

5(0)yz |=[15() 119107772/ (al)q(6) =]
X [(a(t)q(0)*=7 |yorvr2| 2]
=[50 11y 107772 /(a(1) (1) "7
x[(a(6)g(2)P~yr*1 + 22 12.
Thus, if x(¢) is a solution of (3), then y(s) = x(t) is bounded, and so
V(s) <[ K, 1 p(0) 1/ (a(0)g(e) ™| [(y + 1)/2 + 1]V + R(1)z
<[ K, 1p() | (a(0)q(£) "= + | R(1) ||V + | R(2) | /2.
Now p(t) = p'(t)aP(t)/q°(t), and a computation shows that
p(1)/ (a(1)q(0))* "
= (a(1)q(1))" /a"/*(1)g*/ (1)
—af(a(1)q(1)) /a*(1) ¢/ *(1)
— (a()q(1))q'(1) /a'/*(1)g*/ (1)
= {(a(0)q(1)) /a"/>(1)g*/ (1))’
+(1/2 = a)[(a(0)q(0)) 1 /a*/*(1)q* ().

Next observe that

[ 1RG0 142 = [T R0 14700 /0% ()]
= [10) 1/ alw)g(u)’]

which converges by condition (9). Hence conditions (8) and (9) together
with an application of Gronwall’s inequality shows that V(s) is bounded.
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Therefore

(a(0)q(0))" “x7'(2) = (al(1)g(2)" “y*'(s) = K,

for some constant K, = 0. Condition (10) then implies that x(z) must
satisfy (11).

When y = 1 so that equation (3) is linear, we have that » = 1 and
a = 1/4. In this case, (8) is exactly the well known condition of Dunford
and Schwartz [6; p. 1409]. Also, we note that the boundedness of y(s) =
x(t) was only used on a factor of y(s) when reconstructing ¥ from V.
When y = 1 no factoring is necessary, and the boundedness of y(s) via
Lemma 1 need not be invoked. Thus, in the case of linear equations,
condition (4) is not needed, and our result with r(#) = 0 would reduce to
part (b) of Theorem 20 of Dunford and Schwartz [6; p. 1409].

In order to see that condition (10) is sharp, it is convenient to
consider a special case of (3), namely

(12) x” +t°xY = 0.

Now (10) implies that 6 > 1+ 1/n =1+ 2/(y + 1) which is in agree-
ment with what is known from asymptotic integrations of equation (12)
(see, for example, Bellman [2; p. 163]).

We would also like to give conditions under which (10) is necessary
for equation (3) to be of nonlinear limit circle type. The following theorem
is needed in order to prove such a result.

THEOREM 3. Assume that conditions (4) and (5) hold,

(13) [ {atlg (] /g (w)) du < co.
and
(14) [ ) 1/g(w)] du < co.

0

If x(t) is a nonlinear limit circle type solution of (3), then

(15) / “fa(w)[x ()] /q(u)) du < oo.

0

Proof. Let x(t) be a nonlinear limit circle type solution (3); then x(¢)
is bounded by Lemma 1. Since (a(?)x’)'x = (a(t)x'x) — a(t)[x']?, a
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multiplication of equation (3) by x(¢)/q(¢) and an integration by parts
yields

(16)  a(0)x'(1)x(1)/a(e) = a(t)x'(1)x(1)/4(1)
+ [ Tatw)x (u)(w)q (u) /g ()] du + [57 () du
= [{a()lx () /a(w)} du = [Tx(w)r(u) /g(w)] du

for any ¢, = ¢,. Now

j  Taw)x)x(u) () /4%()]

/2

S[ f {a(w)[x'(w))/q(w)) du] ‘/2[ / a(u)x* () g (w)]*/q*(u)) du '

<& [ (el F a00)) ]

by Schwarz’s inequality, condition (13), and the fact that x(¢) is bounded.
Again since x(¢) is bounded, condition (14) insures that the integral on
the right-hand side of (16) converges. If x(¢) is not eventually monotonic,
let {#,;} - oo be an increasing sequence of zeros of x’(¢). From (16) we
have

K\H'*(t;) + K, = H(1))
where

H(1) = [{a(w)lx()]/q()) du.

It follows that H(#,) =< K, < oo for allj and thus (15) holds.

If, on the other hand, x(¢) is eventually monotonic, then x(#)x’(z) =0
for large ¢ since, otherwise, (11) would be violated. Using this fact in (16)
and repeating the argument used above again shows that (15) holds.

THEOREM 4. Suppose that conditions (4), (8) and (13) hold, and
(17) [ {l(a(w)g(w) T /a(u)g*(w)) du < oo

o

If
(18) / “[1/(a(u)q(w)"* "] du = oo,
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then every nontrivial solution of
(19) (a(t)x’y +q(t)x*=0

is of nonlinear limit point type, i.e., no nontrivial solution of (19) satisfies

(11).

Proof. Proceeding as in the proof of Theorem 2 we have V(s) =
ap(t)yz. Now let x(¢) = y(s) be any nontrivial solution of (19) with
x(t;) = y(s(t;)) = y(s;) # 0. By Lemma 1 y(s) is bounded so
| y(s)|*~1/? < K, for some K, > 0. Hence

V(s) = —a|p(2) [|y(s) [1=772 [ p(s) [F7/2 | 2(s) |
= —aK,[|5(1) |/(a(6)q(1)) " ~"]
x[(a(0)q())""yr+1(s) + 22(5)] /2

= K[| p(1) 1/ (a(t)q(0)*~]v.

If we let
H(t) = K, | p(1) |/ (a(1)q (1)) """,
then we can rewrite the last inequality above as
V+H(t)V=0

SO
(V(s)exp [ H(=(&)) d§) =0,
Integrating we have

V(s )exp f "H(r(£)) dE = V(s,).

Since condition (8) implies that the integral on the left-hand side of the last
inequality above converges and V(s,) > 0, we have
(20) V(s)=K;>0

fors =s,.
If we divide both members of (20) by (a(t)g())#~* and rewrite the
left-hand side in terms of ¢, we obtain

@D a()[x()]/24(1) + ala(t)q(t))x(6)x'(1) /g*(1)
+a?[(a(t)q(1)) T’ x*(2) /2a(1)4*(2)
+x7(0)/ (v + 1) Z Ky /(a(r)g(0))" "
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Now if x(¢) was a limit circle solution of (19), then

fooxY+'(u) du < o0 and ftoo{a(u)[x’(u)]z/q(u)} du <

n

by (11) and (15) respectively. Also, since x(#) is bounded, the integral of
the third term on the left-hand side of (21) converges by condition (17).
Finally by Schwarz’s inequality

. f (a(u)q(u))x(u)x'(v) /g*(u)} du

<[fzt{[(a(“)q(”))']zxz(u)/a(u)q3(u)} du]l/2

[Jatwtetar aw) af

and so we see that the integral of the second term on the left-hand side of
(21) converges since x(¢) is bounded and (17) and (15) hold. Thus, by
condition (18), an integration of (21) yields a contradiction and so x(?)
must in fact be a limit point solution of (19).

By combining Theorems 2 and 4 we can obtain a necessary and
sufficient condition for equation (19) to be of nonlinear limit circle type.

THEOREM 5. Assume that conditions (4), (8), (13), and (17) hold. Then
equation (19) is of nonlinear limit circle type if and only if

ftoo[l/ (a(u)q(u))"/("ﬂ)] du < o0.

ReMARK. Theorems 4 and 5 are somewhat unsatisfactory in that the
technique of proof used for Theorem 4 encounters serious difficulties
when a forcing term is present. This was not the case when a similar
theorem [7; Theorem 11] was proved by the author for superlinear equa-
tions. It would be of some interest to see a result to Theorem 4 for
equation (3).

In [7] some relationships between nonlinear limit circle equations and
the oscillation and convergence to zero of solutions were discussed.
(Results of this type for linear equations can be found in the papers of
Patula et al.[4, 8, 10, 11].) For example, 5-7 in [7] give sufficient conditions
under which all solutions of a nonlinear limit circle type equation are
oscillatory. Since those theorems were general enough to include both
superlinear and sublinear equations, we refer the reader to [7] for such
results. We also note that if in Theorem 2 we require that a(z)q(z) — oo as
t — oo, then all solutions of (3) converge to zero as t — oo.



LIMIT CIRCLE RESULTS FOR SUBLINEAR EQUATIONS 93

We conclude this paper with another nonlinear limit point result. For
convenience of notation we define W: [¢,, 00) = R by

W(t) = (a(t)q(1)). /a(t)q(r) +|r(2)] .
THEOREM 6. Suppose that conditions (4), (13), and (14) hold and
(22) f:' P(u)| du < .
If
[ D/alw)g(u)) du= oo,

then equation (3) is of nonlinear limit point type.

Proof. Using the same system used in the proof of Lemma 1 and
letting V(x, w, t) = a*(t)w? /2 + a(t)q(t)x+' /(y + 1), we have

v'=a(t)r(t)w + (a(t)q())x"'/ (v + 1)
= | r(1) | (aX(t)w?/2 + 1/2) —[(a(1)g(1)). /a(t)q(1)]V
= [(a(0)g(0)). /a(t)q(e) + | r(e) IV = | (1) |2
and so
(23) (V(t)exp /;tW(u)du)’ = {|r(0)1/2exp [ W(w)
Now conditions (4) and (22) imply that
expwa(u) du<K, <o

so integrating (23) we have

t
V(1) = V(t,) /K, —f | r(u) | duy2.
to
Condition (22) guarantees that there exists K, > 0 such that
/oo| r(u)|du/2 <K, < 0.
to
Hence, if x(¢) is any solution of (3) such that (x(z,), w(#,)) = (x4, W,)
and V(x,, w,, ty) = V(t,) = (K, + 1)K, then
Thus
! t
[ V() /a(u)q)] du = [ T1/a(u)g(w)] du > o0
o o
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as t - oo. In view of Theorem 3 x(¢) cannot be a nonlinear limit circle
solution of (3).

ReMARK. If r(¢) =0, then Theorem 6 shows that all nontrivial
solutions of (3) are of nonlinear limit point type. Theorem 6 is similar to
part (i) of Theorem 8 in [7]. Other variants of this theorem can also be
proved; for example see part (ii) of [7; Theorem 8].
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