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Abstract

Let f : M — M be a C' map of a compact manifold M, with dimension at least 2, admitting
some point whose future trajectory has only negative Lyapunov exponents. Then this trajectory
converges to a periodic sink. We need only assume that Df is never the null map at any point
(in particular, we need no extra smoothness assumption on D f nor the existence of a invariant
probability measure), encompassing a wide class of possible critical behavior. Similarly, a
trajectory having only positive Lyapunov exponents for a C' diffeomorphism is itself a periodic
repeller (source).

Analogously for a C! open and dense subset of vector field on finite dimensional manifolds:
for a flow ¢, generated by such a vector field, if a trajectory admits weak asymptotic sectional
contraction (the extreme rates of expansion of the Linear Poincaré Flow are all negative), then
this trajectory belongs either to the basin of attraction of a periodic hyperbolic attracting orbit
(a periodic sink or an attracting equilibrium); or the trajectory accumulates a codimension one
saddle singularity. Similar results hold for weak sectional expanding trajectories.

Both results extend part of the non-uniform hyperbolic theory (Pesin’s Theory) from the
C'* diffeomorphism setting to C' endomorphisms and C' flows. Some ergodic theoretical
consequences are discussed. The proofs use versions of Pliss” Lemma for maps and flows
translated as (reverse) hyperbolic times, and a result ensuring that certain subadditive cocycles
over C! vector fields are in fact additive.
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1. Introduction and statements of the results

In what follows M is a connected compact finite d-dimensional manifold M, with d > 2,
endowed with a Riemannian metric (-, -) which induces a norm || - || on the tangent bundle of
M and a distance dist on M, and a volume form m that we call Lebesgue measure. For any
subset A of M we denote by A the (topological) closure of A.

We extend the following well-known result from Nonuniform Hyperbolic (Pesin’s) The-
ory (see e.g. [15, Corollary S.5.2] or [7, Corollary 15.4.2]) to C' endomorphisms and C!
singular vector fields.

Theorem 1.1. Let f be a Holder-C' diffeomorphism of M and u a f-invariant ergodic
probability measure such that all its Lyapunov exponents are negative (respectively, posi-
tive). Then supp u is an attracting (respectively, repelling) periodic orbit.

Results along this line for one-dimensional transformations usually assume at least the
same amount of extra smoothness: see e.g. Maiié [19]; Campanino [11] and Przytycki [28].
Other results assume only C' smoothness but have dimensional restrictions; see e.g. [6].

In all these results the existence of a invariant probabilty measure is another standing
assumption which we mostly avoid in the main statements, but explore some of its conse-
quences in what follows.

As a consequence of these results, points with negative asymptotic rates of expansion
belong to the basin of a periodic attracting orbit, which is its stable manifold. In contrast,
we note that in [8] the authors show that, for generic C'-diffeomorphisms, hyperbolic mea-
sures having positive and negative Lyapunov exponents do not necessarily admit (un)stable
invariant manifolds.

1.1. The discrete time case. For C' maps on compact manifolds we obtain a necessary
and sufficient condition for a given trajectory to be on the basin of an attracting periodic
orbit from asymptotic information on the derivative.

Let f: M — MbeaC' map such that inf,cy [|Df(x)|| > 0. The Subadditive Ergodic
Theorem (see e.g. [18, 30]) ensures that the largest asymptotic growth rate

x(x) = lim In|IDf"(0)|""
n—+oo

exists for all x on a total probability subset since In* ||Df]| = max{0, In||Df||} is u-integrable
for each f-invariant probability measure u.
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In what follows we write A; (x) = liminf,, o n7' 32 In[IDF*(fYx).

We recall that p € M belongs to a periodic orbit (with period 7) if there exists 7 € Z* so
that f"p = p. This periodic orbit O¢(p) = {p, fp,..., £ p} is attracting (a sink, for short)
if there exists a neighborhood V), of p such that f* |y,: V), — V,, is a contraction: there exists
0 < A < 1 sothat dist(f7g, f7r) < Adist(g, r),Vq,r € V,. Equivalently, |[Df"(p)l| < A for
some A € (0, 1).

The basin of attraction of a sink O(p) is the following subset B(Os(p)) = {x € M :
w(x) = Of(p)}, where the omega-limit w(x) of x is the set of accumulation points of the

positive orbit of x: y € w(x) & dny /o fHx g

Theorem A. Let f : M — M be a C' map such that infep [|Df(X)|| > 0. Then x € M
is contained in the basin of attraction of a attracting periodic orbit (a sink) if, and only if,
A (x) <0 for some k € Z".

Coupling the pointwise result above with the Subadditive Ergodic Theorem and ergodic
decomposition, we deduce:

Corollary 1.2. Let u be an invariant probability measure with respect to a C' map f :
M — M such that inf,cp ||Df(X)|| > 0 and y(x) < O,u-a.e. x € M. Then u decomposes
as fl + Y1 Wi, where each p; is a Dirac mass equidistributed on a periodic attracting orbit
of f (a sink), the sum is over at most countably many such orbits, and fi (which might be
the null measure) satisfies A7 (x) 2 0, fi-a.e. x € M. In addition, if u is f-ergodic, then y is
concentrated on the orbit of a periodic attractor (sink).

RemARrk 1.3. (1) We do not need Holder continuity of the derivative in the arguments
proving Theorem A and Corollary 1.2.

(2) We do not need that f be a diffeomorphism or local diffeomorphism; compare with
Corollary S.5.2 of [15, Supplement] where the usual Holder condition on the deriv-
ative of a diffeomorphism in Pesin’s Theory, or non-uniform hyperbolic theory, is
used to construct hyperbolic blocks.

(3) We need only to assume that Df(x) is not the null map for all x € M, and this
weak condition is compatible with a wide class of critical points of a smooth map
feCc (M, M.

(4) The previous assumption ensures that A, (x) > klninfiepy ||[Df(x)|| > —oco for all
x € M and all k > 1, and so also y(x) > Ininf,cy [|[Df(x)]| > —oco on a total
probability subset of points x.

1.1.1. The diffeomorphism case. If f is a C' diffeomorphism, then exchanging f with
£71 we have that ¥(x) = lim,_ e In[[DF OV = limy_ o0 In[|Df"(x)7|V/" exists for
x on a total probability subset of M and gives the least asymptotic growth rate. We also
write A;(x) = liminf,_ e n~" Z?;é In||(DfX( fij))_lll. We say that a periodic orbit of f is
repelling if it is an attracting periodic orbit for f~!.

Theorem B. Let f : M — M be a C' diffeomorphism. Then x € M belongs to a repelling
periodic orbit (a source) if, and only if, A;(x) < 0 for some k € Z*.

We easily deduce the following ergodic consequence from the above pointwise result.
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Corollary 1.4. Let u be an invariant probability measure with respect to a C' diffeomor-
phism f : M — M. Then it admits a decomposition' yu = i + Yy vi + 2 j>1Pi» where
each v; (respectively, p;) is a Dirac mass equidistributed on a periodic attracting (resp. re-
pelling) orbit of f, both sums are over at most countably many such orbits, and [i satisfies
xx) = 0> —%(x) for fi-a.e. x € M.

In particular, if u is non-atomic, then u = fi and so either u has some zero exponent, or u
is a hyperbolic measure with exponents of different signs.

1.1.2. Robustness of negative Lyapunov exponents. In contrast to the results above,
it is well-known that positive Lyapunov exponents in all directions on a total probability
set for a C! local diffeomorphism of M imply that f is a uniformly expanding map. More
precisely, see [1, 12], if y(x) = lim,— In|IDf"(x)"I'" < 0 for u— a.e. x € M with
respect to every f-invariant probability measure y, then we can find constants C,o > 0 so
that ||[Df"(x)"!|| < Ce " for all x € M,n > 1. This is a robust situation: the assumptions
automatically hold for a C'-neighborhood of such local diffeomorphisms; see e.g. [30].

In the same setting exchanging positive with negative exponents in all directions we ob-
tain the following.

Theorem C. Ifa C' map f : M — M is such that infep |Df(x)|| > O and for all f-
invariant probability measures y we have y(x) < 0, u-a.e. x € M, then there exists a unique
periodic attracting orbit O(p) whose basin is M.

See next Subsection 1.3 for comments and corollaries of this.

1.2. The case of (singular) vector fields. Let X!(M) be the space of C! vector fields on
M which are inwardly transverse to the boundary endowed with the C! topology and ¢, be
flow generated by G € X'(M). We denote by D¢, the derivative of ¢, with respect to the
ambient variable q and set D,¢; = D¢,(q). An analogous Subadditive Ergodic Theorem
also holds: yg(x) = limy_, .o In [[(D¢7(x)||'/7 exists on a total probability subset.

To state analogous results for vector fields we need some preliminary notions about criti-
cal elements of the flow induced by a vector field and, since the vector field direction always
has zero Lyapunov exponent for every invariant probability measure, we need to deal with
the derivative cocycle of the flow ¢, generated by the vector field G restricted to the nor-
mal direction to the flow: these notions can be defined for a flow on any finite dimensional
Riemannian manifold.

1.2.1. Some preliminary notions. Given G € X'(M), where M is a compact finite di-
mensional Riemannian manifold with dimension d > 2, we denote by DG the derivative
of the vector field G with respect to the ambient variable g, and when convenient we write
D,G for the derivative DG at g, also denoted by DG, where DG v = V,G(y) where V is the
unique Levi-Civita connection compatible with the Riemannian metric on M. Given g € M
an orbit segment {¢;q; a < t < b} is denoted by ¢, 9.

Critical elements. An equilibrium or singularity for G is a point o € M such that
¢y(0) = o forall t € R, i.e. a fixed point of all the flow maps, which corresponds to a zero
of the associated vector field G: G(o) = 0. We denote by Sing(G) = {x e M : G(x) = 6}
the set of singularities of G. Every point p € M which is not a singularity, that is p satisfies

ISome of the summands in the decomposition might be null.
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G(p) # 0, is a regular point for G.

An orbit of G is aset O(q) = Og(q) = {¢:q : t € R} for some g € M. Hence o € M is a
singularity of G if, and only if, Og(0) = {o}. A periodic orbit of G is an orbit O = Og(p)
such that ¢7p = p for some minimal 7 > 0 (equivalently Og(p) is compact and Og(p) #
{p}). We denote by Per(G) the set of all periodic orbits of G.

A critical element of a given vector field G is either a singularity or a periodic orbit. The
set Crit(G) = Sing(G) U Per(G) is the set of critical elements of G.

Limit sets. Attractors. If ¢ € M, we define omega-limit set ws(q) as the set of accu-
mulation points of the positive orbit {¢,q : t > 0} of g. We also define the alpha-limit set
ag(q) = w_g, where —G is the time reversed vector field G, corresponding to the set of
accumulation points of the negative orbit of g.

A subset A of M is invariant for G (or G-invariant) if ;A = A,Vt € R. We note that
we(9), ag(q), Sing(G) and their complements in M are G-invariant.

For every compact invariant set A of X we define the stable set of A

Wg(A) =1{g € M : ws(q) C A},
and also its unstable set
WEA) ={qg € M : ag(q) C A}

A compact invariant subset A of G is attracting if Ag(U) = Ni0p,(U) equals A for some
neighborhood U of A satisfying ¢,(U) c U,Vt > 0. In this case the neighborhood U is called
an isolating neighborhood of A. Analogously, A is repelling if it is attracting for —G. We
say A is a proper subset if ) # A # M.

Hyperbolic critical elements. A (hyperbolic) sink of G is a singularity which is also an
attracting set, it is a trivial attracting set of G. A source of G is a trivial repelling subset of
G, i.e. a singularity which is attracting for —G.

A singularity o is hyperbolic if the eigenvalues of DG(o), the derivative of the vector
field at o, have real part different from zero. In particular, sinks and sources are hyperbolic
singularities, since all the eigenvalues of the former have negative real part and those of the
latter have positive real part.

A periodic orbit Og(p) of G is hyperbolic if the eigenvalues of D¢r(p) : T,M — T,M
(the derivative of the diffeomorphism ¢ at p with T > 0 the period of p) are all different
from 1.

When a critical element is hyperbolic, then its stable and unstable sets have the structure
of an immersed manifold (a consequence of the Stable Manifold Theorem, see e.g. [23]),
and are known as stable and unstable manifolds.

In the particular case of attracting critical elements, the corresponding stable set (mani-
fold) is also known as its (topological) basin.

Linear Poincaré Flow. If x is a regular point of a C! vector field G (i.e. G(x) # 0),
denote by N, = {v € T.M : (v,G(x)) = 0} the orthogonal complement of G(x) in T, M.
Denote by O, : T\M — N, the orthogonal projection of 7, M onto N,. For every t € R
define, see Figure 1.2.1

P; N, — N¢,x by P; = 0¢,x OD¢Z(X)~
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It is easy to see that P = {P" : € R, G(x) # 0} satisfies the cocycle relation P = P;)Sx oP?
for every t, s € R. The family P = Pg is called the Linear Poincaré Flow of G.

A P N S Do (a)e

Fig. 1. Sketch of the Linear Poincaré flow P’ of a vector v € T, M with
x € M\ Sing(G).

Remark 1.5. The Linear Poincaré Flow does not immediately extends to the smooth
semiflow setting and this is an important tool in our proofs; see Conjecture 5.

1.2.2. Negative (positive) exponents and sinks. First we consider setting similar to
Theorems A and B. In what follows we write x;(x) = liminf7_ o In|[Dé7(x)||"/" and
¥g(x0) = liminfy_ o In D7 ()7

Theorem D. Given G € X'(M) suppose that x € M satisfies Xo(x) < 0. Then there
exists a hyperbolic sink o € Sing(G) so that ¢;x — o ast — oo. Otherwise, suppose that
Xo(x) < 0. Then x is a repelling equilibrium (a source).

Since the flow ¢, induced by a vector field G € X'(M) satisfies D¢, (x)G(x) = G(¢x), x €
M,t € R, it is natural to consider trajectories which have asymptotic contraction along all
transversal directions to the vector field, which we refer to as sectional asymptotic contrac-
tion.

1.2.3. Negative sectional exponents and sinks. However, weak sectional asymptotic
contraction along a given trajectory does not necessarily implies that this trajectory con-
verges to a sink, either a singularity or a periodic orbit, as the following example shows.

Exampie 1. Consider the vector field known as “Bowen example”; see e.g. [29] and
Figure 2. This vector field is inwardly transverse to the boundary of M = S' x [-1, 1]. Let
W = U;‘ZIW,» be the set formed by the heteroclinic connections between and including the
equilibria o1, 0. The future trajectories under the corresponding flow ¢, of every z € M\ W
accumulates on either side of the heteroclinic connections, as suggested in the figure, if we
impose the condition 4745 > A7A; on the eigenvalues of the saddle equilibria oy and o
(for more specifics on this see [29] and references therein) so that o; are area contracting:
| det D¢, (0;)| — O exponentially fast with ¢ > 0,i =1, 2.

It is well-known (see [29] for more details) that the time taken by the orbit ¢,x of any
point x in the connected components of S \ W containing one of o3, 074, with exception of
the equilibria o3, 074, while passing through a small neighborhood of either oy or o, is much
larger than all the previous history of the orbit. Then the rate In ||P§||1/ T oscillates between
the value of Af (when approaching) and A; (at departure) at each passage near o, i = 1,2,
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Fig.2. A sketch of Bowen’s example flow.

that is lim inf7_,., In |[PZ||"/T < 0 < lim sup;_,, In||PT||V/T.
All points z on the connected components of S? \ W containing the boundary of M also
accumulate W and thus satisfy the same asymptotic rates.

The previous Example 1 motivates us to state a partial analogue to Theorem A in the
vector field setting.

Theorem E. Let G € X'(M) be such that Sing(G) (possibly empty) is hyperbolic. If
x € M\ Sing(G) satisfies liminf7_,o, In [|PT||V/T < 0, then
e cither x is contained in the basin of attraction of a sink: either an attracting equi-
librium or a hyperbolic periodic attracting orbit;
e or the orbit of x accumulates a hyperbolic codimension 1 saddle singularity*.

To obtain the same conclusion as Theorem A for a sectional contracting trajectory of a
vector field, we need to assume a stronger condition on the asymptotic contracting rate.

Theorem F. Let G € X' (M) be such that Sing(G) is hyperbolic. If x € M \ Sing(G) is
such that lim sup,_, In||PT|[V/T
either an attracting equilibrium or a hyperbolic periodic attracting orbit.

< 0, then x is contained in the basin of attraction of a sink:

REmARK 1.6. (1) We do not need Holder continuity of the derivative in the arguments
proving Theorems E and F and corollaries.

(2) The condition “Sing(G) is hyperbolic” imposed on G in the statement of Theorems E
and F is satisfied by an open and dense subset of X!(M); see e.g. [23].

(3) In the particular case Sing(G) = (), Theorems E and F become the direct analogue
to Theorem A in the vector field setting: the trajectory of x converges to either an
attracting fixed point of the flow or to an attracting periodic orbit, even if asymptotic
contraction only holds sectionally.

1.2.4. Positive sectional exponents and sources. Akin to expanding maps and expand-
ing measures, for expanding semiflows the asymptotic expansion condition on a given tra-
jectory does not necessarily implies that the trajectory is a (periodic) source.

2The stable manifold of the singularity has codimension one as an immersed submanifold of M.
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ExampLE 2. The geometrical Lorenz expanding semiflow introduced by Williams [31]
exhibits asymptotic expansion in the transversal direction of all positive time trajectories
not falling into the singularity, has a dense regular trajectory and a dense subset of periodic
expanding trajectories; see [31] for details.

The analogous to Theorem B is also true for sectional expansion.

Theorem G. Let G € X' (M) be such that Sing(G) is hyperbolic. If x € M \ Sing(G)
satisfies liminfy_ In ||(P§)_1||1/T < 0, then
(1) either x belongs to a hyperbolic periodic repelling orbit;
(2) or the orbit of x accumulates a hyperbolic saddle singularity of index 1°.

If x € M \ Sing(G) is such that lim sup;_,, In ||(P£)‘1||1/T < 0, then x satisfies item (1).

Remark 1.7. Example 1 also provides an instance of item (2) in the statement of Theo-
rem G. This example is easily adapted to higher dimensions: just multiply Bowen’s vector
field G by a “North-South” vector field in the nth sphere S”,n > 1 to obtain higher dimen-
sional instances of Theorems E and G.

1.3. Comments, corollaries and conjectures. We comment and state some corollaries
of the results in what follows, and then some conjectures. The proofs of the corollaries are
given later in the text: see next Subsection 1.4 on the organization of this text.

1.3.1. The C' endomorphism setting.

Negative Lyapunov exponents everywhere.

Corollary 1.8. Let K ¢ M be a compact f-invariant subset such that x~(x) < 0 for all
x € K. Then K is the union of a finite family of sinks.

The setting of Theorems A and C is robust: there exists a C!' neighborhood " of f such
that each g € U satisfies the same assumptions and conclusions.

ExampLE 3. An example of a C' endomorphism f : S* — S? satisfying the conclusion of
Theorem C can be given as follows: consider
e /i : S? O the North-South map on §? = {(x,y,2) € R® : x*> + y> + 72 = 1}, given
by the time-1 map of the gradient flow w = Vp(w) with ¢(x,y,z) = z, where w =
(x,y,2) € S%
e P the stereographic projection from N(0, 0, 1) to S2.
Then let g : S — C be the C! map that sends S? to the half-sphere S?> N {z < 0} together
with the surface R of revolution generated by the three half-circles with diameter 1/3 drawn
in the left hand side of Figure 3. We choose g |s2n(.<q; to be the identity and g |s2n.>0; as the
vertical projection from S> N {z > 0} to S.

Finally, define f as the composition 7 o P o g. Note that the image of fy = Po g is
contained in S N{z < 0} and so the image of f is contained in S?N{z < 0}, hence f is a strict
contraction. Moreover, fy(N) = S(0,0,-1). Hence f = h o f; contracts distances uniformly
and fixes S, which is a sink attracting all points of S°.

3The stable manifold of the singularity has dimension one as an immersed submanifold of M.
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N(0,0,1)

S(0.0,-1)

Fig.3. Maps whose composition defines a C! transformation with negative
Lyapunov exponents everywhere and a unique sink with full basin.

Negative exponents Lebesgue almost everywhere. It is known that there are C' open
families of local diffeomorphisms satisfying A]‘(x) < 0 for Lebesgue almost points of the
ambient manifold and which are not uniformly expanding; see [25] and references therein
and also [2, Appendix] for a concrete example of open classes of such local diffeomor-
phisms.

REMARK 1.9. (1) Itis well-known that for (expanding maps and) expanding measures
there exists a dense subset of periodic sources in its support; see [25].

(2) Itis known that ¥ < O for u-a.e. implies A;(x) < 0 p-a.e. for any given f-invariant
measure u and some k € Z¥; see e.g. [2]. It is conjectured that A7(x) < O for
m-a.e. x implies the existence of an f-invariant probability measure u satisfying
¥ () < 0,u-ae. x; see e.g [25] and more recently [26].

In our setting, it is natural to consider C! maps satisfying A; <0 for Lebesgue almost all
points and some k > 1.

Corollary 1.10. Let f : M — M be a C' map such that inf,epy ||[Df(x)|| > 0. Then
A (x) < 0,m-a.e. x € M for some k € Z" if, and only if, there exists an at most countable
family of Dirac masses concentrated on periodic attracting orbits (sinks) whose basins form
an open, dense and also a full Lebesgue measure subset of M.

ExampLE 4. An example of a diffeomorphism satisfying the conclusion of Corollary 1.10
can be constructed by the direct product of the map from [3, Example 1] and the North-South
map, both on the circle.

The latter is represented in Figure 4 given by the time-1 map A of the gradient flow
7= Vip(z) with (x,y) = yonz = (x,y) € S! = {(x,y) € R? : x> + y*> = 1}. The former can
be seen as the time-1 map g of the gradient flow x = Vo(x) with ¢ : [-77!,77!] - Rt
t*sin(1/1), (where we identify +7~! to obtain the circle) exhibiting a countable number of
attracting fixed sinks whose basins cover the entire domain of ¢ with the exception of the
countably many local maxima {m,} of ¢; see Figure 5.

Then g x h : S' x S! O is a C' map having a countable number of attracting fixed sinks
whose basins cover the entire space [-n~!, 77'] x S! with the exception of the Lebesgue null
sets [-~', 771] x {N} and {my} x S'.

This situation is however not robust as the following example shows.
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Fig.4. The North-South map on the circle.

0.1 7 T T T T T T™

‘1 I I i I I I
-0.3 -0.2 -0.1 0 0.1 0.2 0.3

-0.1

Fig.5. A map whose gradient flow has infinitely many sinks whose basins
form a open, dense and full measure subset of the ambient space.

ExampLE 5. There exist one parameter families ¢, : S* — S?,-1 < p < 1 of smooth
diffeomorphisms such that (see e.g. [24, Chapter 5, Section 1 & Chapter 7, Section 2] and
references therein)

e there exists a sink S € S? whose basin is an open, dense and full Lebesgue measure
subset of S? for =1 < u < 0; and

e there are parameters y, ~\, 0 so that ¢, admits positive Lebesgue measure subsets
of points x with a positive Lyapunov exponent (e.g., the ergodic basin of Hénon-like
attractors near the generic unfolding of a quadratic homoclinic tangency).

1.3.2. The singular C' vector field setting. The pointwise statements of the continu-
ous version of the results take advantage of the existence of infinitesimal generators of the
cocycles In||D¢,(x)v|| and In||P.v|| to avoid assumptions on time averages; see Section 3.2.
The cocycle relation for the derivative of the flow of G and for the Linear Poincaré Flow Pg
implies that the functions

I'v)=Tg) :RXxM —->R, (tx)— Li(x)p=In|Dd(x)|;

Tw) =To): RxM >R, (t,x) - [(x)v =1n||Dg,(x)"0ll;

Y(v) = ¥p(v) : Rx M\ Sing(G) — R, (¢, x) = ¥, (x)v = In||P\v|| and
J() = Jp(0) : R X M\ Sing(G) — R, (1, 1) = §(x)o = In [(PL) "
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are additive: T, ;(y)v < Ty(dy)v + Ti(y)v and ¥,y ()0 < Yg(dx)v + Y (x)v fory € M, x €
M \ Sing(G) and 1, s € R; and similarly for T" and . In Section 3 a more detailed version of
the following is stated and proved, mainly as a consequence of the extra smoothness gained
along trajectories of the flow generated by a C! vector field, since these trajectories become
C? curves.

Theorem 1.11. The functions Dg(v) := limy,_0 h~'Ty(y)(v), Dg(v) = lim,_ h‘lfh(y)v,
D®v) := limy_h "Wu(x)v and D(v) := limy_oh~"gy,(x)v are continuous and uniformly
bounded on T!M. Moreover Ti(yyw = [, Do(®,w)ds and y(x)v = [} D(®,v)ds, for t € R,
yeM,we TylM and x € M \ Sing(G),v € T'M N G*; and similarly for T and .

Here 7' M os the unit tangent bundle, G* is the normal bundle to G on M \ Sing(G); ®; is
the induced flow on the unit tangent bundle ®,v = ||Z:§83n and @, the analogous construction
with P, in the place of D¢,(x).

Hence, for instance, we can replace limy_q In||PL|| < 0,u-a.e x for an ergodic G-
invariant probability measure by the condition u(sup,eripyng: D)) < 0 and so on; see
the statement of Corollary 1.13 in what follows.

On sectional Lyapunov exponents. We can also interpret u(D) < 0 as a condition on
the Lyapunov spectrum of u. The Oseledets Multiplicative Ergodic Theorem states that
Lyapunov exponents exist for the cocycle D¢,(x) for a total probability subset of points: for
any G-invariant probability measure and for u-a.e. x there exists k = k(x) € {1,...,d =
dim(M)}, numbers y(x) < - - < yx(x) and a D¢-invariant decomposition 7, M = El @@
E\ (ie., D$,E, = E} ) so that

x(x,0) = lim loglIDg,(x) - ol = xi(w), Vo€ Ef\ (0}, 1 < i < k().

Moreover, y(x,G(x)) = 0 for y-a.e. x € M \ Sing(G). In addition, the angles between
any two Oseledets subspaces decay sub-exponentially fast along orbits of f (see e.g. [7,
Theorem 1.3.11 & Remark 3.1.8]): lim,_,. % log sin £ (@iel E;x, EB]W Eé,x) = 0 for any
I c {1,...,k(x)} and p-a.e. x, where for any given pair E, F of complementary sub-
spaces (i.e. E® F = T M) we set cos Z(E, F) := inf {|{(v,w)| : |[v|| = 1 = ||w||,v € E,w € F}.
This implies, in particular, that for any 2-dimensional subspace S of T M the value of
limIn|det Dg, | S|'/T equals the sum of the two largest Lyapunov exponents of all basis
of §. Since the direction of the flow has zero Lyapunov exponent, the assumptions on
Theorems E, F and G can be restated as: liminfy_, In|det D¢, | S| < O for every two-
dimensional subspace S of T, M; or with lim sup etc. This is why it is natural to label these
conditions on a trajectory of a flow as asymptotic sectional growth conditions or conditions
on Lyapunov exponents transverse to the vector field, since u( SUP,eripnge D) < 0O for an
ergodic G-invariant probability measure u amounts to say that the the Lyapunov exponents
are p-a.e. equal to y; < -+ < yx—1 <0 = yy for some k < d.

Asymptotic contraction (Lebesgue almost) everywhere. The setting of Theorems D, E,
F and G is robust: on a C! neighborhood " of G in X'(M) we have the same assumptions
and conclusions.

If we replace f by the flow generated by G € X!(M) and the assumptions y~(x) < 0 or
A (x) < 0by x;(x) on Corollaries 1.8 and 1.10, then we get the same conclusions in the
vector field setting. Moreover, since the Linear Poincaré Flow is only defined for regular
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points, we also have

Corollary 1.12. Let G € X' (M) be such that Sing(G) is hyperbolic.

(1) Iflimsup,_, In||PT|IVT < 0 for* m-a.e. x € M, then an at most countable family of
periodic attracting orbits or attracting equilibria (i.e., an at most enumerable family
of sinks) whose basins form an open, dense and also a full Lebesgue measure subset
of M.

(2) Let K € M be a compact G-invariant subset such that lim infy_,., In 1P YT <0 for
all x € K. Then K is the union of a finite family of sinks.

There are many classes of examples of vector fields having an open, dense and full
Lebesgue measure subset in the basin of attraction of a family of sinks and are arbitrar-
ily C! close to a vector field having a positive Lebesgue measure subset of trajectories with
some asymptotic expansion; see e.g. [9, Chapter 9]. We outline one of these.

ExampLE 6. Using singular cycles, Morales [22] studied the unfolding of a geometric
Lorenz attractor when the singularity contained in this attractor goes through a saddle-node
bifurcation. It is shown in [22] that there exist one-parameter families (G).[-1.1 of vector
field in a 3-manifold M which unfold a Lorenz attractor directly into a Plykin attractor. This
means that there are y € (—1, 1) and 6 > 0 such that

o if t € [(u— 6, ), then G, has a geometric Lorenz attractor.
e G, is a saddle-node Lorenz vector field.
o if r € (u, u + 9), then G, is an Axiom A vector field (see e.g.[24]).

The vector fields G, for r € (u—6, u] satisfy x (x) > 0 for a positive Lebesgue measure sub-
set of points, namely the basin of attraction of the (saddle-node) geometric Lorenz attractor.
In contrast, G, for ¢ € (u, u + 6) has finitely many hyperbolic attractors whose basins form
an open, dense and full Lebesgue subset of M; see e.g. [10].

Decomposition of invariant probability meeasures for vector fields. We can obtain
ergodic statements similar to Corollaries 1.2 and 1.4.

Corollary 1.13. Let u be an invariant probability measure with respect to a C' vector
field G € X' (M). Then it admits a decomposition® it = fi + Y51 Vi + 2.j>1Pi» where each v;
(respectively, p;) is a Dirac mass equidistributed on a periodic attracting (resp. repelling)
orbit of G, both sums are over at most countably many such orbits, and fi satisfies y(x) = 0
and y¢(x) = 0 for fi-a.e. x € M.

In particular, if u is non-atomic, then u = fi and so either u has some zero exponent, or u
is a hyperbolic measure with exponents of different signs.

1.3.3. Conjectures. The pointwise statements of the continuous version of the results
took advantage of the existence of infinitesimal generators of the cocycles In||D¢;(x)|| and
In||P!|| to avoid assumptions on time averages, as in the statements of Theorems A and B.

ConsecTure 1. In the discrete setting we can argue as in the vector field setting to reduce
asymptotic growth conditions to asymptotic average growth condition. That is, replacing the

4Since Sing(G) is hyperbolic, then m(Sing(G)) = 0 because (if non-empty) Sing(G) is finite.
5Again, some of the summands in the decomposition might be null.
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assumptions A™(x) < 0 or A (x) <0 by liminf,_,. In||Df"(x)*! I'" < 0 in the statements
of Theorems A and B.

A positive answer to this would be an advance to answer the conjecture mentioned in
Remark 1.9(2); see also [26].

We expect the assumption that D f is never the null map is an artifact of our proof and can
be bypassed.

ConJiecTurE 2. For maps the result of Theorem A is still valid without any extra assump-
tions on the derivative.

We should not need to use hyperbolicity assumptions on the vector field G.
ConecTurk 3. Theorems E, F and G hold for all vector fields G € X!'(M).
From Remark 1.7 we conjecture that Example 1 is paradigmatic.

ConsecTURE 4. Let G be a vector field satisfying liminfr_,« 5 In[|(P1)7!]| < 0 and also
liminf7_e % In ||P§|| < 0 for a open, dense and full Lebesgue measure subset of M. Then G
exhibits saddle connections similar to Example 1.

Due to the simple character of the dynamics of sinks and sources, we should be able to ob-
tain similar results in the setting of continuous flows and smooth semiflows, not necessarily
generated by vector fields.

Consecture 5. There exists an open and dense family of continuous flows or smooth
semiflows on manifolds where an extended notion of sectional asymptotic expansion or
contraction along trajectories ensures the existence of sources or sinks.

1.4. Organization of the text. We prove Theorems A, B and C in Section 2, together
with Corollaries 1.2, 1.4, 1.8 and 1.10. We state a version of Pliss’ Lemma 2.1 for flows
in Subsection 3.1. In Subsection 3.2 we translate the assumptions of Theorems D, E and
F in a convenient format. Then we use these results as tools for the proof of the first part
of the statement of Theorem D in Subsection 3.3 and the proof of Theorems E and F in the
remaining Subsections 3.4, 3.5, 3.6 and 3.7. In Subsection 3.8 we prove the second part
of the statement of Theorem D and Theorem G. In the last Subsection 3.9 we prove some
technical lemmas.

2. The discrete time case
Here we prove Theorems A, B and C together with their corollaries.

Proof of Theorem A. Exchanging f by f* in what follows we may assume without loss
of generality that k = 1. By assumption, we have ¢ > 0 and a strictly increasing sequence
m; /" oo so that ml Z?’:’BI In||Df(f/x)|| < =¢ asi / co. We can now use the following.

Lemma 2.1 (Pliss Lemma; see e.g. Chapter IV.11 in [20]). Let H > ¢; > ¢; > 0 and
0 = (cp — c1)/(H — ¢y). Given real numbers ay,...,ay satisfying 27:1 aj>cN anda;

<
H forall 1sjsN,thereare€>9Nand1<n1<...<ngSNsuchthatZ';f:n+laj2
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cy-(mj—n) foreach 0 <n<n;, i=1,...,¢

We set c; = =, ¢ = ¢2/2, H = —Ininfcy |Df(x)|| and a; = —In||Df(f™Ix)| for
1 < j < m;. Notice that we are inverting the summation order.

Then for 0 = ¢, /(2H — ¢;) > 0 and N = m; Pliss Lemma ensures that there are £ > 6N
and 1 <ny <---<n;<m;suchthatforeachO<n<nyandk=1,...,¢

103

[ | 1pscrm=so < eertmm.

j=n+1
The iterates m;—ny. are reverse hyperbolic times for the f-orbit of x with respect to m;; similar
times were used in [21] by Maié and by Liao in [16]. Pliss’ Lemma ensures that there are
infinitely many reverse hyperbolic times n; along the f-orbit of x with respect to m; and,
because 6 > 0, we can assume that (m; —n;) / co. Consequently, if / is a reverse hyperbolic
time with respect to m;, then ||Df/(f"x)|| < A with A = e™¥/*> for all j = 1,...,m; — h. This
uniform contractive property can be extended to a neighborhood using the fact that f is a C!
map such that Df is never the null transformation, as follows.

Lemma 2.2 (Existence of forward contracting balls). There exist 6, > 0 (depending only
on f and 2) and A; = VA € (0, 1) such that if n is a reverse hyperbolic time for x € M with
respect to m > n, then for every 0 < j < m — n there are subsets V,.; containing F(x)
such that V,, = B(f"(x),61); f/(V,,) C Vit ), and fi lv,: Va = Vuyjisa /l{-contractian.

Proof of Lemma 2.2. We basically follow [2, Lemma 5.2] adapting the same ideas to the
present setting. Since inf ey [|Df(x)|| > O we have that the map ¢ : M X M — R, (x,y)
D f(I/IIDf(y)ll is uniformly continuous. Hence, we can find 6; > 0 so that

IDfIl _ 1

IDfwIl — A

We write x; = f7x for j > 0. We construct the neighborhoods V,,.; by induction on j. Note
first that

dist(x,y) < 01, (x,y)) e M X M =

yeV, = IDfWI < A IDfE)I < A7 = Ay

So for every pair y,z € V, and a smooth curve y : [0,1] — V,, connecting y(0) = z to
y(1) = y we have

1 1
dist(fy. £2) < | 0] = f IDf oy -9l <A, f 1l = iyl
0 0

where |y| denotes the length of the smooth curve y. This shows that f |y, is a A;-contraction.

Now let us assume that V,,; is already defined for0 < i < j<m—-n—1: V,_; is a set
containing x,4; and f' |y: V, = V., is a /l"l-contraction. We define V1 = frtly,
which contains x, ;1 and, since diam V,,; < A} diamV, < 6, fori = 1,..., j, we can write
for each yy € V,

IDFGII _ A
IDfCoell ~ 27T 1

J J
D ol < | [IDF@oIl = [ JIDFCerll
i=0 i=0

. . i+1 .
so that f/+! lv,: Va = Virjsris a /l{+ -contraction. m]
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Remark 2.3. If we allow Df(x) = 0 for some X, then we might have ||Df(y;)|| proportion-
ally much larger than ||D f(x;)|| with both y;, x; close to X and the larger factors in [[; ||Df(y;)l|
may not be compensated.

2.1. Nested contractions argument. Since M is compact and x has infinitely many re-
verse hyperbolic times n; < np < ... with respect to m; < my < ... so that (m; —n;) / oo,
we obtain an accumulation point X = lim X, and we rewrite the subsequence as x,; in what
follows. We let & € (0, 1) be such that 4¢ < 1 — & — &2 and assume that dist(x,,, ¥) < &6 for
all k > 1. Then we choose iterates n; > ny > ny satisfying m; —n; > ny —ny, 477" < 1/2
and dist(x,, X) < £26,; see Figure 6.

Fig. 6. Relative positions of the iterates of x at reverse hyperbolic times
ny,ny and n;.
Then dist(x,,, X,,) < 2661 and dist(x,,, x,,) < (£ + £%)6; and also
B(xy,, 61 — (€ + €9)61) C B(xy, 1)
Moreover, since mj —n; > ny — n; we can write
FT B, S1(1 = € =€) € B, 61(1 = € = E)A7 ™).
We claim that
B(xy,,61(1 = € = E)A7™) C B(xa,, 61(1 = £ = ).
Assuming this claim, we have the 4>~ -contraction
e |B (5, 01(1-¢-¢2))t B(X,, 61(1 =& = &) O

and since f is a continuous map, there exists a unique fixed point p for /2~ in this ball
which is in the basin of attraction of p. Since x,, is in the basin of attraction of p, then xp
belongs to the basin of attraction of the periodic orbit p, fp, ..., f2" " p.

To complete the proof, we prove the claim. For this it is enough to note that
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dist(xy,, xn,) + 01(1 =& = E)AP™ < 61(1 = £ = &)
if
2+ (1 —é-HAPM <1-¢-¢
which is equivalent to
26 <(1-£-8)1 -2,

This inequality is now a consequence of the choices of & and n, — n;. |

2.2. Negative Lyapunov exponents for an invariant probability measure. Here we
prove Corollary 1.2. Let f be a C! map of M and u an f-invariant probability measure
satisfying y(x) < O,u-a.e. x. The Subadditive Ergodic Theorem guarantees that y(x) =
inf,,>; fln ID f"|"/" du and so there exists & > 0 and we can find N > 1 big enough so that
[In DN du < = for £ = éN.

Now we apply the following standard result.

Theorem 2.4 (Ergodic Decomposition Theorem; see e.g. Chapter 2 in [20].). Let f :
X — X be a measurable (Borelean) invertible transformation on the compact metric space
X such that the set of f-invariant probability measures M(f, X) is non-empty. Then there
exists a total probability subset ¥ such that

e for every x € X the weak* limit of |n|™! ;:é 0 pi(xy when n — +oo exists and equals
an f-ergodic probability measure (i,

o for every u € M(f,X) and every u-integrable ¢ : X — R, ¢ is u,-integrable for
p-almost every x and ftpdﬂ = f(ftpd/lx) du(x).

By the ergodic decomposition of the fV-invariant measure i, we have —¢ > f In||DfN| du
= [ [In|IDfV|| dpy du(x) and so the subset U = {x € M : p(In|[DfN|)) < 0}° satisfies
uU > 0. Hence, since y, is f"-ergodic, x satisfies

n—1

- o ;
Ay() = liminf — 5 I IDFY (Ml = pan DY) < 0.
j=0

By Theorem A we conclude that y-a.e. x € U belongs to the open basin of attraction of
some sink. Hence, for y-a.e. x € U we have that x € suppu and there exists an open
neighborhood V, of x so that 4V, > 0 and V, is contained in the basin of attraction of some
periodic attracting orbit p = p(x) € M of £V, which is also a sink for f.

This means that u, = 6,y for u-a.e. y € V,. Since X is a compact metric space and sinks
are isolated orbits, it follows that y = i + ;5| 6,, where fi is the restriction of u to M \ U,
which may be null measure.

Finally, if we assume that u is f-ergodic, then we conclude that u = 6, for some periodic
sink p for f. The proof of Corollary 1.2 is complete.

2.3. Negative Lyapunov exponents on total probability. We now prove Theorem C and
Corollary 1.10.

%Tn what follows, we write u(yp) = f ¢ dy for any integrable function ¢ : M — R.
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Proof of Theorem C. We first claim that the assumption on f implies
€)) VxeM3keZ : A (x) <0O.

To prove the claim we argue by contradiction: let us assume that there exists x € M
satisfying A (x) > O for all k € Z* and let u be some weak” accumulation point of
Uy =n! Z;:ll 0 4iy. Since the assumptions on f give

1 1 1
inf—flnllkalld,u ~ lim —flnllDf"lldy =flim S In|Df d < 0,
1k n—oo n n—oo n

we obtain u(In||Df*|)) < 0 for some k € Z*. Because In||Df¥|| is continuous, by definition
of weak™ convergence we get

n—1
udlogIDA1) = lim = 3" IniDAA(H/) < 0
j=0
in direct contradiction with the choice of x. This contradiction proves the claim (1).

Now Theorem A ensures that all points x belong to the basin of some attracting periodic
orbit.

We claim that there exists only one such orbit. Otherwise, let O(p,) be the (at most
denumerable) collection of attracting periodic orbits of f and let B, the collection of its
basins, thatis B, = {x € M : w(x) = O(p,)}.

The continuity of f guarantees that each B, is an open subset of M: if f"x € V, for
some m € Z*, where V, is a neighborhood of p, such that f=V, c V,; f™p, = p, and
™ lv,: V, = V, is a contraction; then there exists a neighborhood U, so that f"U, C V,
and so U, C B,. Clearly (B,), is a pairwise disjoint collection of subsets.

From (1) and Theorem A we have’ M = 3, B,. Since these are distinct attracting periodic
orbits, there exists a pair m, n such that B, N B,, # 0. Otherwise, we would have M = >on B,
and each B, becomes simultaneously open and closed, contradicting the connectedness of
M.

Let us take x € B, N B,,. By (1) and the previous continuity argument, a neighborhood
V, of the point x belongs to the basin of some attracting periodic orbit. Since V., N B, # 0 #
V, N B,,, we deduce that the attracting periodic orbits O(p,) and O(p,,) must be the same.
This contradiction proves the claim and completes the proof of Theorem C. m|

Now it is easy to prove Corollaries 1.8 and 1.10.

Proof of Corollary 1.8. Using the notation introduced in the proof of Theorem C, we
replace M by the compact f-invariant subset K and obtain K = )}, K,,, where each K,, =
K N B, is relatively open in K. This open cover of K must admit a finite subcover, so the
number of sinks is finite. Moreover by f-invariance we get K, C Njsof(B,) = O(p,) where
O(p,) is the periodic attracting orbit whose basin is B,. So K is a finite collection of sinks,
completing the proof. O

Proof of Corollary 1.10. Using again the notation introduced in the proof of Theorem C
we have, by Theorem A, that M = },, B,,, m mod 0. Moreover, each B,, is an open subset of

TErom now on, the sum of sets denotes disjoint union.
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M. Hence ), B, is an open, dense and full Lebesgue measure subset of M. m|

2.4. Positive Lyapunov exponents for a C' diffeomorphism. We are now ready to
prove Theorem B and Corollary 1.4.

Proof of Theorem B. On the one hand, clearly A;(x) < 0 if x belongs to a repelling
periodic orbit with period k € Z*.

On the other hand, if A,:(x) < 0 for some k € Z*, then exchanging f by f* we assume
k = 1 without loss of generality. We get { > 0 and a strictly increasing sequence m; /' 0o SO
that mi ZT;BI In||Df(f/x)"!|| < =¢ asi /" co. We apply Lemma 2.1 with ¢, = —¢, ¢| = ¢2/2
and H = —Ininf,epy ||[Df(x)7"|| and also aj = In||Df(f/x)"|| for 0 < j < m;, to obtain
£ > ON with 0 = ¢,/2H —¢;) >0and 1 < ny < --- < ng < N so that |[Df* " (1 x)7) <
H;sznHllDf(ffx)‘lll < e for each 0 < n < mgand k = 1,...,¢. Each n; is a
hyperbolic time for x and we can prove the following with 1 = ¢~ = ¢7¢/2,

Lemma 2.5 (Existence of backward contracting balls). There exists 6; > 0 (depending
only on f and A) such that if n is a hyperbolic time for x, then for every 0 < j < m — n there
are neighborhoods V ; of f/x in M for which

(1) f*/ maps V; diffeomorphically onto the ball of radius 5 around f"x;
(2) for 1 < j <nandy,z € Vo, dist(f"/(y), ["(2) < VI* dist(f"(y), ["(2))-

Proof. Just follow [2, Lemma 5.2] and notice that it is enough to have

IDfC 1T
IDf~'I ~ va

for this proof to go through. |

dist(x,y) < 01, (x,y) e M X M =

Hence we can repeat the nested contracting argument from Subsection 2.1 in this setting
obtaining a periodic point p for some power f* of f such that p € B(f"x,d;) for some
hyperbolic time n of x. Thus, by Lemma 2.5 and since f is invertible, we get dist(x, f"p) <
514"/? and we can take n larger than any predetermined quantity. We conclude that x belongs
to the f-orbit of p, concluding the proof of Theorem B. m|

Proof of Corollary 1.4. Consider the measurable subsets £ = {x € M : y(x) < 0} and
E ={x € M: ¥(x) < 0} and note that E + £ + M \ (E + E) is a measurable partition of M
formed by f-invariant subsets. Moreover, if A; (x) < 0 (respectively, A;(x) < 0) for some
k € Z*, then x € E (resp., x € E). In addition, if u(E) > 0, then by Ergodic Decomposition®
u(lg - x) = [, [xdusdu(x) and so infysy [ InlIDf"|"" duy = pe(lg - x) < O for p-ace.
x € E by the Subadditive Ergodic Theorem applied to the invariant subset £. The Ergodic
Theorem now gives u,(1g - A;) < u(1g - x) < 0 for some k = k(x) € Z* (respectively,
(1 - A7) < (1 - ) < 0 for some k = k(x) € Z* if w(E) > 0).

From Theorem A we deduce that y-a.e. x € E belongs to the basin of a sink Of(p) =
{p. fp....,f ' p} for some period T € Z*, and since p, is ergodic and f an invertible map,
we get y, = 7! Z;;(l) 0yip (resp., by Theorem B p-ae. x € E belongs to some periodic
repelling orbit O4(q) = {q, fq,..., f" 'q} and so u, = 77! Z;;(l) O fig)-

8We write 1, for the indicatior function: 14(x) = lifx€ Aand 14,(x) =0ifxe M\ AforA c M.



ALL LyapuNov ExPONENTS WITH CONSTANT SIGN 769

Finally y(x) > 0 and y(x) > 0 for x € M\ (E + E) by construction. Hence, since attracting
and repelling periodic orbits are isolated in M, they form an at most enumerable subset and
so we decompose u as in the statement of Corollary 1.4. m|

3. The flow case

We now prove Theorems D, E and F. We fix G € X!(M) and state a version of Pliss’
Lemma 2.1 for flows in the next subsection, and then translate the assumptions of The-
orems D, E and F in a convenient format in Subsection 3.2 to be used in the following
subsections.

3.1. Pliss lemma for flows. Following Arroyo-Hertz [5, Theorem 3.5] we state and prove
for completeness the following version of Pliss’ Lemma for differentiable functions instead
of sequences (whose statement and proof can be found in [27] and [17]).

Theorem 3.1. Given e > 0,A,c € R,c > A, if H : [0,T] — R is differentiable, H(0) =
0,H(T) < cT and c + € > inf(H’) > A, then the set

H,={t€[0,T]:Hs)-H(t)<(c+&)(s—71), VT <s<T}
has Lebesgue measure greater than 0T, where 6 = /(c + € — A).

ReEmARk 3.2. (1) This result ensures that there exists T € H, such that T — 7 > 67.

(2) For given fixed 0 < n < &, since H(t +n) — H(1) = fT H > An, we can write
H(s)-H(+n) =(c+e)s—1)—(H(t+n) - H())
<(c+e)s—(T+n)+(c+emn—An

c+e—A

=|lc+e+n——m

s—(t+n)
<(c+&(s—-(t+mn)

)(S—(T+77))

for all s > 7 + 17, where & > ¢ with & — ¢ as small as needed, if & is small enough.
So we have 7 + n € H; for small n, & — £ > 0 whenever 7 € H..

We postpone the proof of Theorem 3.1 to Section 3.9 and use it as a tool in what follows.

3.2. Linear Poincaré Flow and differentiability. We start the proof of Theorems E and
F by expressing the assumptions in their statements in a form suitable to apply the previous
Theorem 3.1.
We fix G € X!'(M) and let Pg be the Linear Poincaré Flow of G.
The cocycle relation for the derivative of the flow and for the Linear Poincaré Flow im-
plies that the functions
Fw)=Te) :RxM — R, (t,x) [x=In|Dg(x)-vl, veT!M and

() = Yp() : Rx M\ Sing(G) = R, (t,x) - ¢x = In||P' -0, ve T;M, (v, G(x)) =0,
are subadditive, where T' M is the unit tangent bundle: for 7, s € R

Ly < Ts) (@) +Ti(v)y, ye M, and
Yies)x < Y (0)(@ex) + Y (0)x,  x € M\ Sing(G).
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The following result provides a sufficient condition to ensure the existence of the time
derivative of a subadditive cocycle over a C! vector field.

Lemma 3.3. Let  : R X U — R be a subadditive function for the flow of G € X' (M)
on the invariant subset U of M. If yox = 0 for all x € U, D.(x) := limsup,_,, %lphx < 00
and D_(x) := liminfj,_ %Lﬁhx < oo are continuous functions of x € U, then Oppx |h=0+=
D.(x) = limy_0+ %a,l/hx and the derivative exists if D_(x) = D, (x).

Proof. See [4, Lemma 4.12] and its proof, where it is implicitly assumed that D_(x) =
D, (x) but the existence of lateral limits and derivatives is addressed. m]

Now we take advantage of the fact that both I'¢(x) = SUP,e7! uTc()(x) and yp(x) =
sup,er1p Y p(v)(x) are continuously generated subadditive cocycles over a C ! vector field:
the foilowing results shows that they are bounded by additive cocycles and provides useful
continuity properties of their infinitesimal generators.

Lemma 3.4. Define Dg.(x) := +limsup,_, 2 Tx and D.(x) := +limsup,_, ZLy,x
and set L = sup ., [|DG,||. Then

(1) |Dg=(y)| < L forally € M and |D.(x)| < L for all x € M \ Sing(G);
(2) y e M — Dg.(y) and x € M \ Sing(G) — D.(x) are continuous functions: in local
coordinates® we have

D62 (y) = Do=(y)| < dim M - IDG, — DGyl and
D.(x) = Da(y)] < dim M - [0,DG ~ O, DG,

(3) in addition
?) f Do-(ox) ds < Ty(x) < f Dos(@ex)ds and
0 0

fD—(¢sx) ds < yi(x) < fD+(¢sx) ds;
0 0

and both t — T'yy and t — Y, x are bounded above and below by additive functions
for any fixedy € M and x € M \ Sing(G).

Now we translate the assumptions of Theorems D, F and E using these infinitesimal
generators. We define the maps

—~ P! D
O :T'MNG" - T'MNGom =" and O T'M - T' M > 2
[1Poll lDg,vll
Observe that the lateral limits exist and are equal for each v,(v) and I',(v) since
1P, - (PL - vl

In||PS - o]l = In|| P, o (Pr-oll=1n +1In||P} - vll;

1P% - oll

and so we can write I'y,,(v) = Ft(a):v) + I';(v). We similarly obtain additivity for ¢, with
respect to @;.

9More precisely |D.(x) — D = (y)| < dim M - ||O, DG, — D(eXPx);:pq ,° O,DG, 0 D(eXp,)eyp-1,|l for y in the

exp 'y
range of exp,.
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We can now define the functions Hg(f,v) = fot Dg(®)ds,v € T'M and H(t,v) =
fot D(®,v)ds,v € T'M N G+, where G is the normal bundle to G on M \ Sing(G) and
D¢ (v), D(w) are the infinitesimal generators of I'¢(v) and (w) respectively, for v € Tj M, we
TIM N G*. We also get equalities in (2) with these generators.

Lemma 3.5. The assumption of Theorem D implies

1
3) liminf — sup Hg(T,v) <0;
Toeo T ety

and the assumptions of Theorems F and E respectively imply

1 1
4) liminf — sup H{T,v)<0 and limsup— sup H(T,v)<0.
Toeo L eI MnG* Tooo 1 yeripyng:

We postpone the proofs of these technical lemmas to Section 3.9.

3.3. Asymptotic contraction in all directions. We are ready to start the proof of The-
orem D. If'" x € M\ Sing(G) satisfies (3), then there exists { > 0 and 7,, ' oo so that
sup,eriy Ho(Ty, v) < ={T,. In addition, we observe that

Ty
=T, > sup f Dg(O0)ds > T, - sup inf Dg(Dv)
0

veT! M veT ! pp 9555Tn

and so A = sup,er1y info<r<r, D6(®sv) < —( as required to apply Theorem 3.1 to Hg(:,v)
with ¢ = -, & > 0 and fixed v € T): M, as long as A is a real number, which is guaranteed
by Lemma 3.4. So we apply Theorem 3.1 with &€ = /4, v € T! M to obtain times 0 < 7 =
7(v) < T, so that (T,, — 1) > 6T, with 8 € (0, 1) satisfying for s € [7,T,]

) In||D¢s—- (¢ X) Q0| = fS Dg(®,0) du < _g(s - 7).

We can replace v by any u € V N T! M for some open neighborhood V of v in the unit sphere
at T, M. By compactness of the unit sphere, we obtain a finite cover Vi,..., V; of T! M with
associated times 7y, ..., 7 so that T, — 7; > 67, and u € V; satisfy (5) in the place of v for
T,—71 <s<T,foreachi =1,...,k. Hence for 7, = min,—;_; 7; we obtain (5) for all
vE T;M andT,-1,<s<T,andalso T, — 1, > 67T,.

In particular, since ®@; is a bijection from T!M to TJMM , we have that O is a reverse

.....

hyperbolic time of f = ¢; for the point x(1,) = ¢, x with respect to'! [T, — T,], ie.
IDF* el < T2 IDFF @l < e 42,1 < k < [T, = 7).

Applying Lemma 2.2 we obtain d;,4; and W, = B(x(t,),01) such that f/ |y : W, —
fiw, = W,ijisa /l{—contraction for0 < j < [T, — 1.l

We are in the exact same setting of Subsection 2.1. Hence, we can find m € Z* so that
/™ has a contracting fixed point p whose basin contains x(z,,) for some large n € Z*. Thus
p = o € Sing(G) is a hyperbolic attracting singularity (a sink) for the vector field G and
dx —0 This completes the proof of the first part of the statement of Theorem D.

10There is no loss in generality to assume that x € M \ Sing(G), for otherwise there is nothing to prove.
"Here [f] = sup{n € Z*" : n < t} is the integer part of 1 € R.
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3.4. Asymptotic sectional contraction along a trajectory. If the trajectory of x € M \
Sing(G) satisfies the left hand side of (4), then there exists ¢ = —¢ and T,, /' oo so that
superi yng- H(Ty,v) < T, and moreover

Tll — —
cT, > D(®w)ds>T,- sup inf D(@uw)=T,-A

0 veT! MG+ 9=5=Tn

and so A < ¢. We apply Theorem 3.1 to H(-,v) with & = —¢/2 and fixed v € T!M N G* to
obtain, reasoning as in the previous subsection, times 0 < 7, < T, so that (T}, — 7,,) /" o
satisfying for s € [1,, T),]

(6) I[Pyl = sup f D(®,0) du < —g(s ~ 7).
veT!MNG+ I,
We say that 7,, is an e~¢/?-reverse hyperbolic time with respect to T,.

We divide the proof of Theorem E in two main cases presented in the following Subsec-
tion 3.5, for trajectories not accumulating any equilibrium; and Subsection 3.6 for trajecto-
ries which accumulate some equilibrium.

Afterwards, we complete the proof of Theorem F in Subsection 3.7.

RemARrk 3.6. For 7, < T}, as in (6), any ¢ > n > 0 and assuming without loss of generality
that £ < 4L, we get f;m D(Eﬁ;v) ds = th D(av) ds— j;:"m D(&:v) ds < —(t/2 + Ln for each
vE T;MOGl (recall that |D| < L) which is bounded by (={/2+Ln/H)t < ={t/4 < ={(t—n)/4
since Ln/t < (/4 < n < t{/4L and n < n{/4L < t{/4L. This shows that if 7, is an
e ¢/2_reverse hyperbolic time w.r.t. T, then In IPg, Il = sup fT tnm D(®)ds < ={(t — 1)/4

and so any s € (7, T,,) becomes a e~¢/*-reverse hyperbolic time w.r.t. T,,.

3.5. Trajectory away from equilibria. First, we assume that wg(x) N Sing(G) = 0 and
that Sing(G) is a finite subset, so that there exists dy > 0 such that dist(¢,x, Sing(G)) >
dp, V't = 0 and also dist(wg(x), Sing(G)) = d.

We show that (6) implies that the flow contracts distances uniformly in the transverse
direction to the vector field along longer and longer orbit segments of the positive orbit of
x. Compacteness of M then guarantees, by an argument similar to the one presented in
Section 2, the existence of a Poincaré section of the flow, together with a neighborhood of
a hitting point of the orbit of x, which is sent inside itself by some Poincaré return map.
This provides a sink for that Poincaré return map which, as is well-known, gives a periodic
attracting orbit for the flow containing x in its basin.

3.5.1. Forward sectional contracting balls. The uniform bound on the distance away
from equilibria ensures that there exists 0 < p < dy such that for each y € O} (x) U we(x)'"?
we can construct a Poincaré cross-section of G through y as

) S, = exp,(B(0,p) N G(y)"),

where exp, : TyM — M is the standard exponential map induced by the Riemannian struc-
ture on M; B(0, p) is the p-neighborhood of the origin in the tangent space T,M with the
distance induced by || - ||, = ¢, H/2: and G(y)* is the subspace of T,,M orthogonal to G(y).

12We write OF(x) = {¢,x : t > 0} and note that both w¢(x) and Sing(G) are compact.
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We also write S ,(§) = expy(B(O, &p) N G(y)*) for € € (0, 1].
By uniform continuity of  : (M \ B(Sing(G), dp)))*> — R, (z,w) + ||P;||/||P,]U|| together
with the subadditivity of ¢, we can find &, > 0 so that

t
1P

®)  ¢r2xS,E0) NSing(@) =0 and zweS,(¢).0<r<1 = 5 <

1t = a7

Similarly to Section 2, we write x(t) = ¢,x for t € R in what follows.

Proposition 3.7 (Existence of forward sectional contracting balls). Let 1, < T, be the
pair of strictly increasing sequences obtained before satisfying (6). For every 6y > 0 there
exists & > 0 satisfying (8) such that, if dist(¢,x, Sing(G)) > dy,Vt € [1,,T,], then for
each s € (t,,T,] there exists a C' smooth well-defined diffeomorphism with its image R :
S vz (&0) = S x(5)(&0) such that Ry is a Poincaré map, R (x(t,)) = x(s) and Ry is an e i)
contraction.

This result is the analogous to Lemma 2.2 in the flow setting with &yp playing the role of
01; see Figure 7.

S.r'(ﬁJ(E[J) 2 O

Fig.7. Sketch of a sectional contracting ball.

Proof of Proposition 3.7.  Using dist(¢;r, r,1(x), Sing(G)) > dop > 0 we can find &
satisfying (8) as explained before the statement of the Proposition.

We note that, by construction, 77, y,)(&) = G(x(1,))* so, from the choice of &, and for
s = 1, + 1 there exists a well-defined Poincaré map R, : Wy — S ) from a neighborhood
W, of x(7,,) in S yr,)(&0). We also have

DRS(X(TI’I)) = OT,\»U)SX(S) o D¢S—T,, (x(T}’l)) |Tx(rn)Sx('r,,)(§:())
= Q6 © Dz, (X(T) l6atr,-= Py, -
This together with (8) and Remark 3.6 ensures that ||DR(z)|| < e = A; for all z € W,.
Then the map R; is a diffeomorphism with its image which contracts distances at a rate A;.
We claim that we may take W = S (,)(&). To prove this, we fix a direction v € G(x(1,,))*"
with ||v]| = 1 and consider the set
E ={t € (0,&) : Ry(expy,)(£v)) € Sy»(A41) and
IDR,(exp,., (€Il < 41,50 < £ < 1).
Clearly E C (0,&p) and we have already shown that sup £ > 0. We note that the claim

follows if we prove that sup £ = &,. Indeed, since the unit vector v was arbitrarily chosen
in G(x(t,))*, then sup E = & implies that the Poincaré map R; is well-defined and a A;-
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contraction on the whole of § ,(&o).

To prove that sup £ = &) we argue by contradiction: let us assume that 0 < @ = sup E <
&o. Then the curve y(t) = expx(Tn)(tv),t € [0, ] is sent to a curve R(y) C S (&) with
length'3

|Rs 0yl = fa IDRs oy - y@lldt < 4 f Iyl dt = L1 < 1.
0 0
Hence, on the one hand, we have foreach0 < ¢t < «

dists (Rs(y(1)), x(5)) < [Rs 0 y| < 410 < &0,

where distg is the induced distance on § (&) by the Riemannian distance of M. But
B1-2,21S x(x,)(o) is a flow box, thus ¢ x(y(@)) N S x5 (o) = lim,, Rs(y(?)) and we can
extend R, from y([0, @)) to y(a@). Then dists(R,(y(a)), x(s)) < 41&n < & and this enables
us to use the flow box again to extend R, to a neighborhood of y(@) in § y, (). This
shows that there is r € E with ¢ > « and this contradiction completes the proof of claim that
sup E = &.

We observe that the argument above is valid for any s € (7, 7, + 1] replacing the rate 4,
by A7 ™.

Let now s € (1, T,,] be given and let us write s — 7, = k + & with k € Z" and £ € [0, 1).
Then we divide the interval [7,, s] into {[T, + i, T, + i + 1)};=0.. -1 together with [1, + k, 5]
and consider the Poincaré maps R; : S yr,+)(€0) = S x(r,+i+1)(&0) fori = 0,...,k — 1 and
Ri : S xxy+i0(€0) = S x1,)(€0)-

Finally, since the image of R; is contained in the A;p-ball around x(7, + i + 1) in
S xtr,+i+1)(&o) for i = 0,...,k — 1 and the image of Ry is inside the /lf—neighborhood of x(s)
in S 5)(&o), then the composition Ry o Ri_; o - - - o R is well-defined and a /llf+'f—contraction
from S y(,)(&o) tO S x(5)(&o). Since /llff = e‘é(‘Y‘T"), the proof of the proposition is complete.

|

3.5.2. Infinitely many contracting flow boxes with arbitrary long size and uniform
domains. We follow the same strategy as in Subsection 2.1 replacing ¢,-balls by &gpo-
neighborhoods on local cross-sections: by compactness we fix a subsequence of 7,, which
we denote by the same letters, such that x(7,) n-_)—‘: X € w(x) and (T, — 7,) /" oo together

with Sz = §z(1) and (using Proposition 3.7) a collection of Poincaré maps with domains in
a neighborhood S 3(&p) of X in S z, as follows.

We start by fixing the local Poincaré map14 D : P25 (&) — Sx(éo) and & € (0, 1) such
that 4¢ < 1 — & — £2. We assume without loss of generality that ®x(r;) C S (££,/2) for all
k > 1 and that ®x(1y) = x(7 + 1) for some 0 < 7, < & and & > 0 small, since w(x) is an
invariant set under the action of the flow. Then we choose jsothatT;—7; > 7, -7y, /l?_“ <
1/2 and dist(®x(7;), X) < £2¢0p/2; see Figure 6 again setting Xy, = Ox(t; +1m;),i = 1,2, j.

Note that, from Remark 3.2, the times 7;+1; also satisfy the conclusion of Proposition 3.7,
since we may take & > 0 as small as needed.

Now we just repeat the arguments in Subsection 2.1 with 6; = &p/2 and ™ = ® o
¢z, 41,~(r1—y,) 1O oObtain an attracting fixed point p for this last map whose basin in § (&)

13By construction vy is a curve with unit speed.
4That is, ®(¢,x) = x forall x € S (&) and —2 < 1 < 2.
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contains x,,. Then the orbit Og(p) is periodic and since p is a sink for f>™"', we conclude
that Og(p) is a periodic (hyperbolic) sink for G and x belongs to its basin of attraction.
This completes the proof of Theorem E in this case.

3.6. Trajectory accumulating some equilibrium. Alternatively, we assume that the or-
bit of x accumulates some singularity, that is o € w(x) N Sing(G) and, from now on, we
assume that each element of Sing(G) is hyperbolic. Then

e cither w(x) = {0} and so x(f) —» o when t — +oo0 and
— if o is a sink, then x belongs to its basin and we have nothing to prove;
— if o is a source, then ¢,x € U for some small neighborhood U of o and arbitrar-
ily large values of # > 0. Hence x € ¢_,U and diam (¢_,U) — 0 when ¢t / oo
SO0 x = o, a contradiction. So we are left with
— o is a hyperbolic saddle and x belongs to its stable manifold.
e or w(x) 2 {0} and then o is again a hyperbolic saddle equilibrium, since
— if o is a sink, then because x(r) € W} (o) for some ¢ > 0, we conclude that
x(t) = o when t — +o0 and so w(x) = {0}, a contradiction; otherwise
— o is a source, and then x = o which is a contradiction again.
Next we argue that such accumulation can only happen if o is a codimension 1 saddle,
completing the proof of Theorem E.

3.6.1. Trajectory in the stable manifold of some equilibrium. In case x(f) — o when

t / oo, then x € W*(o) and we prove the following for later use.

Lemma 3.8. Let o € Sing(G) be a hyperbolic equilibrium and g € W*(o) \ {07} such that
liminf, . In ||P;||1/’ < 0. Then o is a sink.

Applying the lemma shows that w(x) = {o} can only happen if o is a sink.
We need the following consequence of Gronwall’s Inequality in several arguments in
what follows, so we state here for later use and present a proof in Section 3.9.

Lemma 3.9. Let ¢, € M, o € Sing(G) and t > 0 be such that" dist(¢(01qn, ) — 0.
n—o00
Then ||Ptqn - (9¢,qne’DG”|| < ID¢(q,) — ePC7|| < Spte™ where

On = sup (10,4, DGyq, = Op,q,DGoll < sup IDGyq, — Dol o Y

0<s<t 0<s<t

Now we can present the proof of the previous lemma.

Proof of Lemma 3.8. Since liminf,_ SUP e7! MnG* H(t,v)/t < 0 for H(t,v) =

fot D(C/ﬁ:v) ds, we can find { > 0 and reverse hyperbolic times 7, associated to 7, , oo
so that T,, — 7,, > 0T, as in (6).
We take 7, > 0 large enough so that dist(¢, 7,j9,0) —— 0 and for any given fixed
n—oo

0<t<T,-1,weapply Lemma 3.9 with ¢, = g(1,,) = ¢,,q to get ||P;(Tn) = Oxr,+0e™P7 || <

dyte —— 0.

n—o00

Finally, since ||Pf1 @ )|| < e forall 0 < t < T, — 1,, by the definition of 7, as a
reverse hyperbolic time, we conclude that for any given fixed ¢ > 0, non-zero vectors in
G(q(t,))* are contracted by ¢'?% at a positive rate. But for any vector v € E“ we have

15 A5 usual dist(A, B) = inf{dist(a,b) : a € A, b € B} for A, B c M.
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1Oy, +nvll = |lvll/2 for all n large enough and so by invariance of E; we deduce
1 - -
F1e0l < 1Ok, e all < Salloll + 1Py, ol < (B + €™l

and since ¢ > 0 is arbitrary, we conclude that v = 6, thatis, Ex = {6} and o is a sink. |

3.6.2. Trajectory accumulates but does not converge to an equilibrium. If w(x) 2
{0}, then we again separate the argument into different cases, as follows.

(1) The orbits segments x([1,, T,]) are away from Sing(G).
If there exists a subsequence n; ,” oo such that the family of orbit segments
{x([Tn,, T, 1)}k does not accumulate Sing(G), then we can argue just as in the previ-
ous Subsection 3.5. That is, we consider X an accumulation point of x(7,,) and the
cross-section S z with a size p given by at most infi{dist (x([7,,, T, 1), Sing(G))} > 0,
and repeat the same reasoning in Subsection 3.5.2 to obtain a sink in S ; for some
Poincaré return map. This is a contradiction with the assumption that w(x) # {7}
and we conclude that this case cannot happen.
(2) Alternatively, since Sing(G) is finite, there exists oo € Sing(G) and s,, € [T, Tn,]
so that x(s,,) — 0.
In what follows we reindex the sequences to 7y, T and s; to simplify the notation. We note
that oy must be a hyperbolic saddle; for otherwise oy would be a sink and then w(x) = {o}.

Lemma 3.10 (convergence to stable manifold of o). Let 7, < T, be such that t;, ,/ oo,
(Ty — 1) /" oo and satisfy the left hand side of (6). Assume that there exists a hyperbolic
saddle oy € Sing(G) and s,, € [1x, Tt] so that x(s;) — 0. If there exists g € M \ Sing(G)
and (perhaps for a subsequence) x(ty) — q, then g € W¥(o) \ {00} and for t > 0 we have

4
1Pl < e™3".

w i (J 0 )

x(7y)

':1r:(1",:f +1)

|

ap

W (o)

Fig.8. Relative positions of p, p;y = x(1;) € X and x(sy) close to oy on the
left hand side; and of x(7y), x(7x + ) and o on the right hand side.

Proof. We observe that we can assume without loss of generality that the segment
x([Tx, sx]) does not accumulate Sing(G) \ {o}. For otherwise, because Sing(G) is finite,
we would replace s; by another sequence 7 < ) < s satisfying this property.
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Then we can find a cross-section X of G at p € W*(o) \ {0} close to o so that the segment
X([Tk, Sx]) crosses X at a point p; = x(1x + vx) and py k—> p; see the left hand side of

Figure 8.

Hence, we may apply Proposition 3.7 to the pair 7y, 74+ after choosing S ,(&y) the cross-
section of G through ¢ with uniform size, where the value of &, depends on the distance
between {x([7y, T + vk} and Sing(G). Since gx = x(tx + M) = Px(1r) € §4(&o) is such
that g — ¢ (and so 17, — 0), we have that g € §,(&y/2) for all big enough &, and obtain a
Poincaré map R : §,(&/2) — X so that p; = Rgi. Hence, p = Rq and thus g € W*(0) as
claimed.

Moreover, supy.,,, |¢:q—x(7i+1)| k_)—oo> 0 and also by construction we obtain that for any

given gy > 0 there exists m € Z* such that'® SUPo</<, 104,4DG g — Oxa4y DGl < £ /4
for all kK > m. Thus for any unit vector v not parallel to G(g) and G(x(7;)) we obtain from
the expressions for H(v, t) at ¢ and x(ty) that In % < fot ID(@U) - D(d)/f(?k)v)l ds < %t,
“ﬁ—z” for any z € M \ Sing(G) and v € Tle not parallel to G(z). This ensures
that In ||Pf]v|| < —{t/dforallveT qlM N G+ which implies last inequality in the statement of
the lemma for 0 < ¢ < v;.

Finally, note that we may take £ = % closer to o and obtain v, ' co. This completes

the proof of the lemma. m|

where @i =

3.6.3. Conclusion of the proof of Theorem E. Now we subdivide the argument to con-
clude the proof of Theorem E into the following cases according to the accumulation points
of x(1y).

Case x(1y) — g ¢ Sing(G): from Lemma 3.10 we have ¢ € W*(oy) \ {00} and also
||Pﬁ1|| < e‘g’,t > 0. From Lemma 3.8 we conclude that o7 is a sink.

Otherwise, x(7;) — o € Sing(G): clearly o is again a saddle. By the local lineariza-
tion given by the Hartman-Grobman Theorem, for any given fixed ¢+ > 0 we have
dist (x(g, Tx], 0)) — 0; see e.g. [23] and the right hand side of Figure 8.

!

We now use Lemma 3.9 to obtain ||Px(Tk) -

Ox(.rk+,)e[DG"|| < (_SkteL’ — 0.
k— o0

Now, since ||P', (Tk)ll < e 42 for all 0 < t < Ty — 74 by the definition of 7; as a
reverse hyperbolic time, then non-zero vectors in G(x(;))* are contracted by ¢'?%~
at a positive rate for any given fixed + > 0. This shows that o is a saddle with
contracting direction of dimension at least dim Oy,) = dim M — 1.

We have shown that o7 is a codimension 1 saddle singularity. The proof of Theorem E is
complete.

Remark 3.11. The argument in Remark 3.6 would allow us to replace 74 by any s; €
(1, Ty) and so we would replace oy by o in the previous argument, but not more, since we
do not know the distance between x(7;) and x(T%).

3.7. The strong sectional asymptotic contracting case. We now use the previous ar-
guments to complete the proof of Theorem F. For if we assume the stronger asymptotic
contracting condition on the right hand side of (4), then we can perform all the arguments in

16We can assume that all linear maps are comparable in local charts given by the exponential map.
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Subsections 3.5 and 3.6, and we are left to show that the positive orbit of x is not allowed to
accumulate saddle equilibrium points.

If x € M\ Sing(G) is such that w(x) 2 {o} for some o € Sing(G), then o must be a
hyperbolic codimension one saddle by the previous arguments, that is, dim EY = 1. Using
the Hartman-Grobman Theorem again, we find ourselves in a situation similar to the one on
the left hand side of Figure 8.

More precisely, we choose a smooth manifold ¥’ with a cusp at o according to the fol-
lowing; see Figure 9.

Lemma 3.12. Given a codimension one saddle singularity o of a C' vector field G, there

o
exists a smooth hypersurface X' of M tangent to E*(o) at o so that cos £(G(z), EX) 50
=0

and ¥’ \ {o} is a Poincaré section of the flow: that is, in a neighborhood V of o, for all
p €V, we have only one of the following

o cither ¢;p € V forallt > 0 and ¢p,p —— o (i.e. p € W'(0));
[—+00
e org,peVforallt <0ande¢p pra (i.e. p € W"(0)),
e ordtg eR:¢yp e and ¢rop CVifto 2 0; or pp—y,op C V iftyg <O.

We again postpone the proof of this result to Subsection 3.9.

II’VS(U()) :
|
]
Pl pr = x(Tk) 5
Sy
G = ©(Ti)
- >
L W™ (o)

Fig.9. The strong assymptotic contracting case near a saddle singularity.

From Lemma 3.12 and since the trajectory of x satisfies the strong asymptotic contraction
condition in the right hand side of (4), we can find real valued sequences 7y, Ty " oo such
that gx = x(Tx) — o and ¢ € ¥'; and also In ||PT*|| < —£Ty and 7 < Ty is an e~¢/>-reverse
hyperbolic time for x with respect to 7,,. We consider two cases:

Case A: either (perhaps for some subsequence) p;, = x(t) — p € M \ Sing(G): in
this case we get p € W*(o) by Lemma 3.10 and then conclude that o is a sink by
Lemma 3.8.

Case B: or, p; — Sing(G).

If pr — oo # o, then 07 is again a saddle and we use Remark 3.6 to replace 7 by
sk € (tx, T) so that s; is a e ¢/*-reverse hyperbolic time w.r.t. T,; and py = x(s5¢) €
for a cross-section X to G through p € W¥(o0 )\ {o}; see Figure 9. In addition p; — p
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and we have reproduced Case A. Then o is a sink.
Otherwise, we have p,y — o and so the segment x([74, T¢]) tends to o when
k /" oo,
We are left with P;,_k” a e ¢"2_contraction for all 0 < t < Ty—T%. Since G(gy)* is very close
to the expanding direction E', we obtain a contradiction as in the previous Subsection 3.6.3.
More precisely, for any given fixed ¢ > 0 we have dist (x([7x7¢ + t]), o) p— 0 so we

again apply Lemma 3.9 to get ||P", - O +0)€™P7 || < Sytet! — 0. By the choice of T}
and X', we also have [|Oyzyvll > |lvll/2 for all v € E, because £(G(x(T)), E"*) — ’—zr; see
Figure 9. Then we conclude that Elx = {0} as in the proof of Lemma 3.8.

This shows that o is a sink and completes the proof of Theorem F.

3.8. Weak (sectional) asymptotic expansion. Now we outline the proofs of the second
part of Theorem D and of Theorem G since they follow very similar lines to the asymptotic
contracting case.

First we note that for the cocycles T'(z, x)v = In||D¢,(x)'v|| and (2, x) = In||(P)) v
a result similar to Lemma 3.4 holds: they admit infinitesimal generators D¢ (v) and D(v)
respectively, which are continuous functions of v € T}b\smg(G)M and globally bounded. So
the assumptions of the second part of Theorem D and Theorem G imply

1 T
liminf— sup f Ds(D4v)ds and
Toeo L yeriy JO

T T
lim inf 1 sup f D(®,x)ds or limsup sup 1 f D(®,x)ds,
T=eo 1 periMnG: JO T—eo perimnG: 1 Jo

are negative. We then apply the same arguments as in the proof of Theorems D, E and F
because the analogous to Lemma 2.2 and Proposition 3.7 for the (sectional) expanding case
at hyperbolic times are also true. We state the results below and explain what we mean by
hyperbolic times in this setting.

In any of the lim inf assumptions above, we can find { > 0 and 7,, ,/* oo so that

T, T,
n ~ Tn n o — Tn
sup j(; Dg(D;v)ds < —% or sup j(; D(®;x)ds < —{2

veT!M veT! MNGL

TT'I_ZDG(CDSv)ds or H(t,v) =
fTTn_ t D(®,v) ds, respectively. We obtain 7, < T, with 7, / oo and T, — 7, / oo such
thatforO <t < 7,

and apply Theorem 3.1 to the functions Hg(t,v) =

©) I (D,-@0) "I = swp [ Do(@ards < 5@~ or
veT M Jt 4
(10) WPy = sp [ Do@wds <~
' veT I MNGL Jt 4

respectively. These are reverse hyperbolic times, where we have uniform infinitesimal con-
tractions from ¢, x to ¢,(x) for 0 < ¢t < 7, with respect to the flow in (9) or the Linear
Poincaré Flow in (10).

Proof of the second part of Theorem D. In the case (9), [1,] is a hyperbolic time for y,, =
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¢r,—r,1(x) with respect to the C! diffeomorphism f = ¢;. So we can apply Lemma 2.5 to get
infinitely many backward contracting balls to which we can apply the nested contractions
argument from Subsection 2.1. We obtain a repelling periodic orbit p for f such that p €
B(x(t,),01); thus also a repelling periodic orbit Og(p) for G. But G(p) = D¢(p) - G(p) =
Df(p) - G(p) for some k > 1 and so 1 would be an eigenvalue of D (p) if G(p) # O,
contradicting the expansion of the derivative map at repelling periodic points. This shows
that G(p) = 0, hence p = o € Sing(G) is a repelling equilibrium (a source).

Moreover, by the properties of backward contracting balls, we get dist(y,, o) < e=¢™/*
where we can take n larger than any predetermined quantity. Hence the distance between
&10.17(x) and Og(p) is zero and x is a source. This completes the proof of Theorem D. m]

Proof of Theorem G. In the case (10) we use the following, whose proof is left to the
reader.

Proposition 3.13 (Existence of backward contracting balls). Let 7, < T, be the pair of
strictly increasing sequences obtained above. For every 6y > 0 there exists & > 0 satisfying
(8) such that, if dist(¢,x, Sing(G)) > dy, Vt € [0, 7,], then for each s € (0, 1,] there exists a
C' smooth well-defined diffeomorphism with its image Ry : S xr,)(é0) — S x(5)(&0) such that
R, is a Poincaré map (for the time-reversed flow), Ry(x(t,)) = x(s) and Ry is an e i),
contraction.

We have now all the tools to apply the same arguments in Subsections 3.5, 3.6 and 3.7 to
conclude the proof of Theorem G. m|

3.9. Proofs of Lemmata. Now we present the proofs of the technical result previously
used as tools in this section.

Proof of Lemma 3.4. We prove items (1-3) for D_(x) only since for Dg.(x) the arguments
are completely analogous, but much simpler, and are left to the reader.
To prove the continuity of x € M \ Sing(G) — D.(x) note that ||P;’|| ﬁ 1 and

IR 1 PR (HnPﬁn—nP’;nz]< 1P = 1P

(11) —1In = n = —1In
h|lPAl - 2k |IPYP 2h 1Pyl 2h||PyII?

We express the time derivative of ||Pﬁ||2 = supllull:l(P’;u, Pﬁu) as follows. On the one hand,
writing G = G/||G|| and ¢,z = z;, for any z € M, h € R, we get

(PY) = (Op,xDp(x)) = (Dp(x) = (Dp(x), G(x))G (x1))’
= DG, Dy(x) — (DG, D (x), G(x3))G(x)
— (Dn(x), G(x) YG(x1) = (Dpy(x), G(x))G(x1)’
and since G(x;)’ = O, DG, G(x;) we finally obtain (P", P"Y = 2(O0,, DG, P", P").

O e

Along this proof, we are implicitly assuming that x;, = ¢,x is in the range of exp,, identi-
fying the tangent spaces T, M and T, M through D(exp,)exp-1 », and writing DG v for V,G(y)
withy € M,v € T,M, where V is the Levi-Civita connection associated to the Riemannian
metric of M.

On the one hand, for a singular vector u;, € G(x)* corresponding to the largest singular
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value!” of Pﬁ and |h| sufficiently small, we have for some intermediate value s = s(h) so that
0 <I[s(h)| < |hl

h
IPYIF =1+2 f (O, DG, Pouy, Pupyds = 1 + 20O yDG () PPy, PXPuy).
0

Therefore P‘;(h)uh is an eigenvector associated to the largest eigenvalue of'® (9,5 DG ) +
(Ox(5yDGy(5))*)/2. On the other hand, for v, € G(y)* corresponding to the largest singular
value of PZ we can find some intermediate value § = 5(/) so that 0 < |5(h)| < |A]

(O, DG P up, P uyy — (05, DGy, Py vy, P 0y

(11 = !
1Pl

Hence, when & — 0, using the compactness of the unit sphere, we get u, v accumulation unit

vectors of the families (uy,), (vy,) so that
y

Lo P

—1In
h 1Pl

(12) lim sup < (O.DG wut, 0y ~ (©,DG v, )|

NO o<lpl<s

and both u, v are eigenvectors associated to the largest eigenvalues of the operators (O, DG+
(O<DG,)")/2 and (O,DG,+(O,DG,)*)/2, respectively. Since these are symmetric operators,
we apply the following.

Lemma 3.14 ([14, Theorem I11.6.11]). Let A, B be selfadjoint operators of R and C
A — B, whose eigenvalues repeated with multiplicities we write as a; < --- < ay, 1 < -+
Baandy; < --- <y, respectively. Then Zflzl la; — Bi| < Zflzl [yil-

IA

As a direct consequence of this result, recall the standard bound for the spectral radius
r(C) = supf|a] : 1 € sp(C)} < ||ICl| = |A - Bl

and so |a; — Bi| < dr(C) < d||A — Bl|foreach 1 <i <d.
Going back to (12) writing A = (ODG, +(ODG,)*)/2 and B = (O,DG, +(O,DG,)*)/2
we get19 (12) <dimM - ||0,.DG, — O,DG,||. This together with (11) implies

In | Pl
and since we can exchange x and y this completes the proof of the continuity of D, (x).
Moreove, we can argue with 4 0 using the same inequality (12), thus obtaining continuity
for D_(x) also . This completes the proof of item (2).
For item (1), we note that |[P"v|| > [|[(P")~!||"!|lll, v € G(x)* and that

1. ||P"
1. IPY|

h 1Pyl

. In|lPyl
D.(x) = lim sup < lim| sup
N0 0<h<s h N0\ 0<n<s h 0<h<é6

= D,(y) +dim M - |0, DG, — O,DG,)

(P! = O, 0 Dgi(x)™" 0 Oy, = O, 0 D_i(¢yx) © Oy, .

7The largest coeflicient of the orthogonal diagonalization of the quadratic form v — ((P")*P"v,v), where =
denotes the adjoint operator with respect to the inner product.

18This is given by sup{RA : 1 € sp(O.;DG,;)} which is the largest real coefficient in the orthogonal
diagonalization of the quadratic form (O, DG v, v) = }; ain.z where v = }; X;e; for some orthonormal basis
€l,...,€4 OfTXM.

19Recall that we are implicitly assuming that y is in the range of exp,.
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$0 [[(P)~!| < [IDp_n(¢nx)|| < " from Gronwall’s Inequality and consequently In ||P?||'/" >

—Lforall h e R,x € M\ Sing(G).

Hence D.(x) > —L and analogously D.(x) < L for all x € M \ Sing(G).

For item (3): from the continuity of x — D(x) and Lemma 3.3 we deduce the relation (2),
since ¢ — ,x satisfies

—_— + —
lim sup Yrank — X < lim sup Yn(@i0) ¥ §ox =~ Yix =D,(x) and
h—0+ h h—0+ h
—_ h + —
liminf 25 Y i YOO P
h—0— h—0— h
Hence, for any partition 0 = 7y < #; < --- < fy = T of the interval [0, T] with width

0 = sup;.;(tix1 — t;) we get on the one hand

k
Urx= Z Ve 2Vt -y < 3 e ("’”@""))(nﬂ - 1)

+1 =1 = 0<h<6

and since lims- o SUpy_;,.s (wh(ﬁr"x)) = D, (¢, x) we obtain y7x < fOT D, (¢sx)ds. On the other

hand

k
Yrx = Z ik~ VX — (i1 1) 2 Z 6<h<0(¢h(¢m ))(lm - 1)

L — i1

i=1

_‘”h@;ﬂ")) = D_(¢,,x) we also get yrx > [ D_(¢yx)ds and

obtain (2). This completes the proof of the lemma. m|

and since lims\ inf_5<h<o(

Proof of Lemma 3.5. Let us assume that —¢ = liminf7_, o, In ||D¢T(x)||”T < 0. Then for
each € > 0 there exists a sequence 7, " oo so that forall v € T;M we have from Lemma 3.3

T)l
Hg(Ty,v) = f Dg(®,v)ds = In||Dér,(x) - vl| < In||Déz, (0| < =£T,.
0

This proves the first statement of the lemma. The proof of the other statements is similar
and left to the reader. O

Proof of Lemma 3.9. We can assume without loss of generality that ¢ ¢, is in the
range of exp, for all n > 1 so that we can identify all tangent spaces. Then we note that

(13) IPh = Oy, Dnll = 104,40, Db — O,q,€" || < IDgn — "

so we need only estimate the last norm. For that we use Gronwall’s Inequality as follows:
D¢(2) is the solution of the Linear Variational Equation Z = DG, ,-Z with Z(0) = Id, z = g,
or o, for h € [—¢g,e] and € > 0 small, in the coordinates of a local chart of M containing
both g, and o. Then we can write

h
De(gy) — "9 = f (DG, - Dds(qn) — DGy - €P07) dss
0

h h
= [ DGo, - (Dota =) ds + [ (DGay, = DG, % ds
0 0
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and taking norms we obtain S(h) < a(h) + foh Y(s)B(s) ds where we set y(s) = [[DGy g, |I;
ath) = [} |(DGy.q, - DGy )| - llePor | ds and B(h) = ID@u(gn) — €%l We conclude™

h
B(h) < a(hyexp [ y(s)ds.
Now we have y(h) < L and ||"P%7|| < ¢, so we arrive at

a(h) < he"™ sup |DGy,,, — DG, = 5,he™.
0<s<h
ensuring that we can bound (13) by 6,hLe"".

Finally, if we know that the trajectory ¢4, is close to o, then we can perform the above
integrations and estimations for 4 = ¢ and complete the proof of the lemma. m|

We now prove a second technical lemma.

Proof of Lemma 3.12. We can obtain ¥’ simply writting T,M = E°(c) @ E*(0) =
RIMM=1 5 R and setting ¥’ = exp, Xy where 2y = {(u,v) € E* X E" : v = ||u|*}. Indeed,
the linear vector field w = (ws,w,) € T,M — DG,w = (Awy, éw,), for fixed & > 1 and
A € GL(E*(0)) with 3 sp(A®) C R™, over z € X has angle with the vertical direction (0, 1)
which tends to zero when z — 0. In fact,

&z, €% |z zex
cos Z((AZS, Zu)), (0’ 1)) = 0 == — —
¢ Az, £zl =0 sl =0

is a consequence of z, = ||z,/|> (that is, z € ¥) together with z — 0. Since the vector (0, 1) is
the direction of E¥, we have

(14) cos £(G(2), EY) =5 0
0

in the linearized case. Hence, G and ¥’ satisfy (14) in a small enough neighborhood of o,
because the vector field G = D(expg)‘lG on a neighborhood of 0 in T, M satisfies for each
ve T, M

- D -G t
DGov = lin(} (exp,) ; (exp, ()
—

G t
Gl _ .,

= D(expa)_] lim
t—0
Consequently [|[DG,w — D(expa)g)]G(expa w)|l/||wl| ——: 0 and thus

D(exp,)G(w)
ID(exp,)uGW)II’

has the same limit as w — 0 along X as (14), since D(exp,)o = Id and X’ = exp, 2.

For the sectional property of X, by the Hartman-Grobman Linearization Theorem, the
flow of DG, in a neighborhood V of 0 in T, M is topologically conjugated to the flow of
G is a neighborhood U of o in M: for any given 6 > 0 we can find a homeomorphism
h:V — U such that ||Id — h ' exp,. || < 6 and ¢;h(w) = h(e’PS w) for w € T,M satisfying
ePory e VYO < s < t.

It is thus enough to prove that S=hm1'C\{o}=h" exp,(Zo \ {0}) is a Poincaré section
of the linearized flow. Since h~! exp,, is close to the identity map, without loss of generality
we can assume that coordinates have been chosen on 7, M so that

< G(exp, w)
|

|G(exp, w)l|’ D(exp,)o - (0, 1)> - <

D(exp,)o - (0, 1)>

205ee e.g.[23, Lemma 4.7] and [13, Theorem 2.1].
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e Y is a graph of a Lipschitz function g : E*NB(0,2) — E* = R satisfying Lip(g) < 1,
gw)>0and g(u) =0 = u=0. Weseta = inf{g(u) : u € E*, ||ul]| = 1}.

o for z = (z5,2,) with ||z5]] = 1 and 0 < z, < g(z,),t > 0, from e’PC 7 = (eA'z,, €t'z,)
we deduce

t

a=¢"z, = 1=In(a/z)"" and ezl < e = @l — 0,

u

where A > 0 is such that —1 > J(a), Va € sp(A).

Thus the function F(x, y) = g(x)—y, (x,y) € RY™M-IxR is such that F(zy, z,) = g(zs)—2u > 0
and F(e'P%rz) = F(e*'z;) — a < 0 for all z,, sufficiently close to 0, showing that there exists
s = 5(z5, zu) € (0, 7) such that F(e*P%z) = 0, that is, P67z € £.

Moreover, if F(e*P%z) = 0 for some 5 > s, then

€’ (1 = &07) = g(e'z,) — g(€"'z5) < Lip(g)lle™ (€™ = Dzl

which implies for some 0 < { < § — s by the Mean Value Inequality
—(A+&)s - 1+1/&
2 = Lip(g) sl — 1] < Lip(g) 2L (s - 9]
1 — e£G9) 1 — €69

and so we arrive at

e 579 < Const - zi/f

z_u)ﬂ/f £G-s) |l

0<asL1p(g)(a T—efon &

yielding a contradiction for all small enough z, > 0. We conclude that there exists a unique

s = s(z) so that the future trajectory of z under the flow of G intersects X’ for all z in a small
enough neighborhood of o.

Hence ¥’ \ {0} is a Poincaré section for the flow G, completing the proof of the lemma.

O

Finally, we prove the Lemma of Pliss for flows.

Proof of Theorem 3.1.  Observe first that we can assume without loss of generality
that H is of class C%. Indeed, let H be differentiable satisfying H(0) = 0, H(T) < ¢T and
inf(H') > A.

If the statement of the theorem is true for any H :[0,T] — R of class C?, then we choose
such H so that H(0) = 0 and

sup {|H(1) = HO)\, |H' (1) - H' ()]} < &
t€[0,T]

for some small 0 < & < &. We obtain
H(T)=H-H)XT)+H(T) <&+ cT and
inf A’ =inf(H —(H - H)) > A-&,
and writting for 6 > 0
Hs={re[0,T]: H(s)— H(t) < (c + 6)(s — 1), forall s € [, T]}.

then we get [H,| > T8 with
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& &

é: =
c+&/T+e—(A-8& c+e—-A+&1+1/T)

and also ﬁg C H€+g(1+1/7").

Therefore, since H, = U,>1H11/,, We conclude that for each small enough & > 0 we get
H of class C? which is &-C'-close to H and |H,| > |FH,| > 0T. Letting & — 0 we obtain
0 — 60=c¢g/(c+e—A)as we need.

Let now & > 0,A, c and H be as in the statement of the theorem with H of class C?, and
define G(s) = H(s) — (c + &)s. Since we have already shown that approximating H in the
C' topology does not change the conclusions of the statement of the theorem, we may also
assume without loss of generality that G does not have degenerate critical points; that is,
G’(x) = 0 if and only if G”(x) # 0; and, moreover, that its critical values are all distinct.
This can be done replacing H by a C?-close Morse function in what follows.

o cxary

Fig.10. Illustrative example with the graphs of H;(#) = log(t + 1), H»(¢)
(1 + sin(21)/7) - Hi(t), ¢ = 1/2 and € = 1/10 above; and also G;(¢)
Hi(t) — (c + &)t,i = 1,2 and the points a;, b; below. For G| we only have
a; = 1; but for G, we have a; < b| < as.

Now G(0) = 0 and G(T') < —&T, so it is possible to define two (perhaps finite) increasing
sequences, say (a;)!_, consisting of critical points of G such that G(x) < G(a;) for every
x > a; (if this sequence is finite, we set the last point a,, = T'; otherwise a; — T) and (b;)"_,
as the smallest b > a; such that G(b;) = G(a;,); see Figure 10.

More precisely, we define the sequence (a;) and (b;) recursively: a; = 0 if G(¢) < O for
t > 0; otherwise a; = inf{s > 0: G'(s) =0 and G(s) > G(¢),Vt > s}; now inductively
fori>1

aiy1 =inf{s >a; : G'(s) =0 and G(s) > G(®),Vt > s} and
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b; = inf{s > a; : G(s) = G(a;4+1)}.

Clearly b; < a;41, and
e ¢ is a global maximum of G and G(a;) > 0;
e each g; is a local maximum of G;
e G'(t) # O for q; < t < b;, otherwise there would be a critical point ¢ < b; < a;+1 with
the properties of a;, contradicting the inductive definition. In addition,
e G(t) £ G(ajyy) for b; < t < a;; for otherwise there would be a critical point
& € (bj, ajy1) with the properties of a;,1, again contradicting the inductive definition.

Letting B = —inf G’, then the Mean Value Theorem ensures that
G(a;)) — G(by) <

B
and we claim that the union U;(q;, b;) is contained in H,. Indeed

b,»—a,»

H(s)—H(t)=H(s)—(c+e)s—[H(t)—(c+e)t]+(c+e)s—1)
=G(5)-G(n)+(c+e)s—1).

and so H(s) — H(t) < (c + &)(s — 1) if, and only if, G(s) < G(7).

Now we let T € (a;, b;) for some i and argue by contradiction: let us assume that for a
given r > 7 we have G(f) > G(7). Since there are no critical points in (7, b;], we must have
t > b;. But this is impossible, because G(¢) < G(a;11) = G(b;) < G(7) for b; < t < a;;| and
G(t) < G(ajyy) for all t > a;41 by construction. This contradiction shows that T € H,, as
claimed. Therefore

n

M| > ;aai —a) > % D [G@a) - G

i=1

1 < 1
= E ;[G(al) - G(a,-H)] = E[G(al) _ G(T)]

Since G(a;) > 0 we obtain |H,| > —% > %. Notice that since G'(t) = H'(t) — (¢ + ¢€), to

get a non-trivial result we need B > 0, thatis, A < inf H" < ¢ + &. Finally

B=-infG' =sup(c+e—H)=c+e—infH <c+e-A

and so [H,| > £T > 2T completing the proof of the theorem, by setting 6 = —%—. O
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