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## 1. Introduction

In the present paper we are mainly concerned with infinite Markov particle systems ( $X_{t}, \boldsymbol{P}_{\mu}$ ) with singular immigration associated with absorbing Brownian motion $\left(w^{0}(t), P_{x}^{0}\right)$ in a half space $H=\boldsymbol{R}^{d-1} \times(0, \infty)$, starting from $\mu \in \mathcal{M}^{I}$. Here $\mathcal{M}^{I}=\mathcal{M}^{I}(H)$ is the spece of all $\sigma$-finite counting measures $\mu \in \sum_{n} \delta_{x_{n}}$ on $H$. It is constructed out of infinitely many independent absorbing Brownian particles starting from points of the support of $\mu$ and another independent particles which immigrate uniformly from boundary at random time and move according to the excursion law $Q^{0}$. The immigration part is obtained as the limit by putting the starting points of independent absorbing Brownian particles which immigrate in $H$ at random times, close to the boundary with infinite mass. From this construction the generator $\mathscr{L}$ of this process should be expressed as the sum of no immigration part $\mathscr{L}^{0}$ and immigration part $\mathscr{L}^{I}$. That is, for some suitable functional $F(\mu)$ of integer-valued discrete measures $\mu$,

$$
\begin{aligned}
& \mathscr{L}^{0} F(\mu)=\frac{1}{2} \sum_{k=1}^{d}\left\langle\mu, \mathscr{D}_{k}^{2} F(\mu ; \cdot)\right\rangle, \\
& \mathscr{L}^{I} F(\mu)=\frac{1}{2}\left\langle\widetilde{m},\left.\mathscr{D}_{d} F(\mu ; \cdot)\right|_{x_{d}=0_{+}}\right\rangle,
\end{aligned}
$$

where $\widetilde{m}=d \widetilde{x}$ is the Lebesgue measure on $\boldsymbol{R}^{d-1}, D_{k}$ is a kind of differential operator defined as

$$
\mathscr{D}_{k} G(\mu ; x)=\lim _{h \rightarrow 0} \frac{1}{h}\left[G\left(\mu+\delta_{x_{k}(h)}-\delta_{x} ; x_{k}(h)\right)-G(\mu ; x)\right]
$$

with $x_{k}(h)=\left(x_{1}, \cdots, x_{k}+h, x_{k+1}, \cdots, x_{d}\right)$, and $\mathscr{D}_{k}^{2}=\mathscr{D}_{k} \circ \mathscr{D}_{k}$ for $k=1,2, \cdots, d$. Note that if $G(\mu ; x)=F(\mu)$, then

$$
D_{k} F(\mu ; x)=\lim _{h \rightarrow 0} \frac{1}{h}\left[F\left(\mu+\delta_{x_{k}(h)}-\delta_{x}\right)-F(\mu)\right] .
$$

We first formulate this operator and give the martingale characterization for $\left(X_{t}, \boldsymbol{P}_{\mu}\right)$. To treat this process as a diffusion, we introduce a subspace $\bar{M}_{p}^{I}(p>d)$ of $M^{I}$ with weak topology so that $X_{t}$ can be continuous in it. Moreover we investigate Hölder continuity of the sample paths. It is very interesting that the exponent of Hölder continuity changes from $1 / 4$ to $1 / 2$ according to the starting point $\mu$.

By using this process we can construct an equilibrium process with immigration $\left(X_{t}, \boldsymbol{P}\right)$, which is a stationary Markov particle system with immigration associated with $\left(w^{0}(t), P_{x}^{0}\right)$ in $H$ and the Lebesgue measure $m(d x)=d x$ on $H$. This process is also constructed by using a Kuznetsov measure $Q_{m}$, which is a stationary $\sigma$-finite Markov measure with the same transition law as the absorbing Brownian motion in $H$. This measure is defined as the integration of the time-shift of excursion law $Q^{0}$ with respect to the time in $\boldsymbol{R}^{1}$.

On the other hand for Brownian motion $\left(w(t), P_{x}\right)$ in $\boldsymbol{R}^{d}$, F. Spitzer [16] showed that, in case of $d=3$, if $B$ is a compact set with a positive capacity $C(B)$, then

$$
P_{m}\left(0<T_{B}<t\right)=t C(B)+\sqrt{t} 4(2 \pi)^{-3 / 2} C(B)^{2}+o(\sqrt{t})
$$

as $t \rightarrow \infty$, where $P_{m}=\int d x P_{x}$ and $T_{B}$ is the first hitting time for $B$ (note that, in case of $d=4$ the second term is $\log t C(B)^{2} /(4 \pi)^{2}$, which is given by R.K. Getoor [3], and in case of $d \geq 5$ it is $\int P_{x}\left(0<T_{B}<\infty\right)^{2} d x<\infty$, which is also given in [16]). This result can be applied to an equilibrium process ( $X_{t}, \boldsymbol{P}$ ) introduced by Shiga and Takahashi [17], which is a stationary Markov particle system associated with the Lebesgue measure $m(d x)=d x$ on $\boldsymbol{R}^{d}$. Let $X_{t}\left(N_{t}^{B}\right)$ denote the number of paticles of the euilibrium process hitting $B$ during the time interval ( $0, t$ ), where $N_{t}^{B}=\left\{0<T_{B}<t\right\}$. By the subadditive ergodic theorem [10], it holds that $X\left(N_{t}^{B}\right) /$ $t \rightarrow C(B) \boldsymbol{P}$-a.s. and in $L^{1}(\boldsymbol{P})$ as $t \rightarrow \infty$. Furtheremore

$$
\frac{X\left(N_{t}^{B}\right)-t C(B)}{\sqrt{t}} \rightarrow\left\{\begin{array}{lr}
N\left(M^{B}, C(B)\right) & \text { if } d=3 \\
N(0, C(B)) & \text { if } d \geq 4
\end{array}\right.
$$

in law as $t \rightarrow \infty$, where $M^{B}=4 C(B)^{2} /(2 \pi)^{3 / 2}$ and $N(u, v)$ is the Gaussian distribution with mean $u$ and variance $v$.

So secondly we consider a hitting rate for Brownian excursions and give the asymptotic behavior under $Q_{m}$. For a fixed compact set $B$ in $H$, let

$$
\sigma_{B}(w)=\inf \{t>0: w(t) \in B\} .
$$

If the capacity $C^{0}(B)$ associated with $\left(w^{0}(t), P_{x}^{0}, m\right)$ is positive, then

$$
Q_{m}\left(0 \leq \sigma_{B}<t\right)=t C^{0}(B)+f(t)
$$

with $f(t)=\sqrt{2 t / \pi}+a(B)+o(1)(d=1), \Phi(B) \log t+o(\log t)(d=2), O(1)(d \geq 3)$
as $t \rightarrow \infty$, where $a(B), \Phi(B)$ are certain constants. By applying the result to the equilibrium process with immigration, we derive limit theorems for it (see §3.1).

Now we define infinite Markov particle systems ( $X_{t}, \boldsymbol{P}_{\mu}$ ) with immigration starting from $\mu$ associated with absorbing Brownian motion in a half spece $H$.

Fix an extra point $\Delta \notin H$ and set $H_{\Delta}=H \cup\{\Delta\}$. Let $W^{0}$ be the set of all mappings $w^{0}$ from $[0, \infty)$ to $H_{\Delta}$ such that $w^{0}:\left[0, \zeta\left(w^{0}\right)\right) \rightarrow H$ is continuous and $w^{0}(t)=\Delta$ if $t \geq \zeta\left(w^{0}\right)$ for a certain constant $\zeta\left(w^{0}\right)>0$. Let $\left(w^{0}(t), P_{x}^{0}\right)$ be absorbing Brownian motion starting from $x$ in $H$ with the transition semi-group $\left(P_{t}^{0}\right)$. We use the same symbol $P_{x}^{0}$ and $P_{t}^{0}$ for the probability and the semi-group, for it is convenient and there is no possibility of confusion. Let $W^{I}$ be the set of all mappings $w^{I}$ from $[0, \infty)$ to $H_{\Delta}$ such that $w^{I}:\left(\alpha\left(w^{I}\right), \beta\left(w^{I}\right)\right) \rightarrow H$ is continuous and $w^{I}(t)=\Delta$ if $t \notin\left(\alpha\left(w^{I}\right), \beta\left(w^{I}\right)\right)$ for a certain non empty open interval ( $\alpha\left(w^{I}\right)$, $\left.\beta\left(w^{I}\right)\right)$. Set $W=W^{0} \cup W^{I}$. For $r>0, u>0$, let

$$
\nu_{r}(u)=\frac{u}{\sqrt{2 \pi r^{3}}} \exp \left[-\frac{u^{2}}{2 r}\right]\left(=\left.\frac{1}{2} \frac{\partial}{\partial v} p_{r}^{0}(u, v)\right|_{v=0}\right),
$$

where $p_{r}^{0}(u, v)$ is the transition density of absorbing Brownian motion on $(0, \infty)$, and

$$
\nu_{r}(d x)=\nu_{r}\left(x_{d}\right) d x \quad \text { on } H
$$

Then $\nu_{r} P_{s}^{0}=\nu_{r+s}$ holds for $r>0, s \geq 0$, thus $\nu=\left(\nu_{r}\right)_{r>0}$ is an entrance law for $\left(P_{t}^{0}\right)$. Moreover we define the following $\sigma$-finite measure on $W$ :

$$
Q^{0}=\lim _{r>0} \int_{H} \nu_{r}(d x) P_{x}^{0}
$$

Then $Q^{0}$ is supported on $\{\alpha=0\}$ (see [7]) and governs excursions starting uniformly from boundary of $H . \quad Q^{0}$ is called the Brownian excursion law. Let the following be given :
$\Omega$ is the space of $\sigma$-finite measures $\omega=\sum_{n} \delta_{w_{n}}, w_{n} \in W$,
$X_{t}(\omega)=\left.\omega(t)\right|_{H}$ for $\omega \in \Omega$,
$\mathscr{F}=\sigma\left(X_{s}: s<\infty\right), \mathscr{F}_{t}=\sigma\left(X_{s}: s \leq t\right)$.

We define a probability measure $\boldsymbol{P}_{\mu}$ for $\mu \in \mathcal{M}^{I}$ as follows: For $w=\sum_{n} \delta_{w_{n}} \in \Omega$, let $\omega^{0}$ (resp. $\omega^{I}$ ) denote $\sum_{n: w_{n} \in W^{0}} \delta_{w_{n}}$ (resp. $\sum_{n: w_{n} \in W^{\prime}} \delta_{w_{n}}$ ), and set $\Omega^{0}=\left\{\omega^{0} \in \Omega: \omega \in \Omega\right\}$ and $\Omega^{I}=\left\{\omega^{I} \in \Omega: \omega \in \Omega\right\}$,

$$
\begin{aligned}
& X_{t}^{0}(\omega)=\left.\omega^{0}(t)\right|_{H}: \text { the no immigration part } \\
& X_{t}^{I}(\omega)=\left.\omega^{I}(t)\right|_{H}: \text { the immigration part. }
\end{aligned}
$$

Hence $X_{t}=X_{t}^{0}+X_{t}^{I}$ and we can identify

$$
\Omega \equiv \Omega^{0} \oplus \Omega^{I} \cong \Omega^{0} \otimes \Omega^{I}
$$

So we set

$$
\boldsymbol{P}_{\mu}=\boldsymbol{P}_{\mu}^{0} \otimes \boldsymbol{P}^{I},
$$

where

$$
\boldsymbol{P}_{\mu}^{0}=\bigotimes_{n \geq 1}^{\otimes} P_{x_{n}}^{0} \quad \text { if } \mu=\sum_{n \geq 1} \delta_{x_{n}}, x_{n} \in H
$$

and

$$
\boldsymbol{P}^{I} \text { is the } \int_{0}^{\infty} \theta_{-s}\left(Q^{0}\right) d s \text {-Poisson measure, }
$$

i.e., the distribution of the Poisson random measure with intensity $\int_{0}^{\infty} \theta_{-s}\left(Q^{0}\right) d s$. Then it satisfies that

$$
\boldsymbol{E}_{\mu}\left[\exp \left(-\left\langle X_{t+s}, f\right\rangle\right) \mid \mathscr{F}_{s}\right]=\exp \left[-\left\langle X_{s}, V_{t} f\right\rangle-\int_{0}^{t}\left\langle\nu_{r}, 1-e^{-f}\right\rangle d r\right]
$$

for positive measurable functions $f$ on $H$, where

$$
V_{t} f(x)=-\log E_{x}^{0}\left[\exp \left(-f\left(w^{0}(t)\right)\right]=-\log \left\{1-P_{t}^{0}\left(1-e^{-f}\right)(x)\right\}\right.
$$

Under $\boldsymbol{P}_{\mu},\left\{X_{t}\right\}$ is an $\mathcal{M}^{I}$-valued Markov process starting from $\mu$ with immigration from boundary. Each particles dies when it reaches boundary of $H$, and infinitely many particles are born from the boundary. Thus ( $X_{t}, \boldsymbol{P}_{\mu}$ ) is called the infinite Markov particle system with singular immigration associated with $\left(w^{0}(t), P_{x}^{0}, Q^{0}\right)$. Note that $X_{t}^{I}$ can be also defined as the following :

$$
X_{t}^{I}=\left.\int_{0}^{t} \int_{W} \delta_{w(t-s)} N^{0}(d s d w)\right|_{H},
$$

where

$$
N^{0}(\omega ; d s d w)=\#\left\{n: \alpha\left(w_{n}\right) \in d s, w_{n}\left(\cdot-\alpha\left(w_{n}\right)\right) \in d w\right\} \quad \text { if } \omega=\sum_{n \geq 1} \delta_{w_{n}}
$$

Then $N^{0}(d s d w)$ is a Poisson random measure with intensity $d s Q^{0}(d w)$. Let $m(d x)$ $=d x$ be the Lebesgue measure on $H$ and $\Pi_{m}$ be the $m$-Poisson measure on $M^{I}$, i. e., the distribution of the Poisson random measure with intensity $m$. Define

$$
\boldsymbol{P}=\int \Pi_{m}(d \mu) \boldsymbol{P}_{\mu}
$$

Then $\left(X_{t}, \boldsymbol{P}\right)$ is a stationary Markov process such that

$$
\begin{aligned}
\boldsymbol{E}\left[\exp \left\{-\left\langle X_{t}, f\right\rangle\right\}\right] & =\exp \left[-\left\langle m, 1-e^{-V_{t} f}\right\rangle-\int_{0}^{t}\left\langle\nu_{r}, 1-e^{-f}\right\rangle\right] \\
& =\exp \left[-\left\langle m,-e^{-f}\right\rangle\right]
\end{aligned}
$$

This process is also defined by using a stationary $\sigma$-finite measure $Q_{m}$. We extend $W$ to the set of all maps $w: \boldsymbol{R} \rightarrow H_{\Delta}$ such that there is a nonempty open interval ( $\alpha(w), \beta(w)$ ) on which $w$ is $H$-valued and continuous, with $w(t)=\Delta$ if $t \leq \alpha(w)$ or $t \geq \beta(w)$, and a constant map [ $\Delta$ ], i.e., $[\Delta](t)=\Delta$ for all $t$. We use the same
notation $W$ for this set.

$$
Q_{m}=\int_{R} \theta_{-s}\left(Q^{0}\right) d s
$$

Then $\left(w(t), Q_{m}\right)$ is a sationary Markov process with the same transition probability $\left(P_{t}^{0}\right)$ as absorbing Brownian motion. $Q_{m}$ is called the Kuznetsov measure associated with $\left(w^{0}(t), P_{x}^{0}, m\right)$. If we restrict the time interval to $[0, \infty)$, then $\boldsymbol{P}$ can be also defined as the $Q_{m}$-Poisson measure on $\Omega .\left(X_{t}, \boldsymbol{P}\right)$ is called the equilibrium process with immigration associated with $\left(w^{0}(t), P_{x}^{0}, m\right)$ or $\left(w(t), Q_{m}\right)$.

In §2 we give a martingale characterization for $\left(X_{t}, \boldsymbol{P}_{\mu}\right)$ (cf. [8], [11]) and consider Hölder continuity of sample paths.

In §3 we give asymptotic behavior of hitting rates for Brownian excursions and their applications to the equilibrium process with immigration. We first investigate asymptotic behavior of $Q_{m}\left(0 \leq \sigma_{B}<t\right)$ as $t \rightarrow \infty$ and limit theorems for the equilibrium process with immigration associated with $\left(w(t), Q_{m}\right)$. We also consider some asymptotic behaviors corresponding to $P_{m}^{0}$ and $Q^{0}$ (See §3.3). Moreover since the excursion law $Q^{0}$ governs excursions starting uniformly from the boundary of $H$, we also discuss the non-uniform case and give some results (see §3.4).

A notion of Kuznetsov measures is introduced by S.E. Kuznetsov [12] and recently studied by many authors in relation with capacity theory, e.g., Fitzsimmons and Maisonneuve [2], Getoor [5], and Getoor Steffens [7]. They treat the Kuznetsuv measures in more general situation, thus we give definitions of infinite Markov particle systems with immigration and equilibrium processes with immigration in the general situation (see $\S 2.2$ ). We can also consider the same probrem as Spitzer for the general Kuznetsov measure and give the first term of the asymptotic for it (see §3.2).

## 2. Martingale Problems and Hölder Continuity

In this section we consider the infinite Markov particle system ( $X_{t}, \boldsymbol{P}_{\mu}$ ) with immigration starting at a counting measure $\mu$, associated with absorbing Brownian motion ( $w^{0}(t), P_{x}^{0}$ ) in the half space $H$ and the Lebesgue measure $m(d x)=d x$ on $H$. We give martingale caracterization of $\left(X_{t}, \boldsymbol{P}_{\mu}\right)$ and investigate the Hölder continuity of sample paths.

### 2.1. Results

First we define some spaces of functions and measures. Fix $p>d$. Set

$$
g_{p}(x)=\left(1+|x|^{2}\right)^{-p / 2} \text { and } g_{p, 0}(x)=g_{p}(x) h_{0}\left(x_{d}\right),
$$

where $h_{0}(v)$ is a fixed $C^{\infty}$-function in $v>0$ satisfying the following properties:
(a) $h_{0}$ is non-decreasing and $0<h_{0} \leq 1$,
(b) $h_{0}(v)=v$ for $v \in(0,1 / 2]$ and $h_{0}=1$ on $[2, \infty)$.

Then $g_{p, 0}(x)$ satisfies that for $x=\left(\tilde{x}, x_{d}\right) \in \boldsymbol{R}^{d-1} \times(0, \infty), g_{p, 0}(\tilde{x}, 0+)=\partial_{d}^{2} g_{p, 0}(\tilde{x}, 0$ $+)=0$ and $\partial_{d} g_{p, 0}(\tilde{x}, 0+)=g_{p}(\tilde{x}, 0+)$, where $\partial_{d}=\partial / \partial x_{d}$.

Let $C=C(H)$ be the space of all continuous functions in $H$.
$f \in C_{p}=C_{p}(H) \rightleftarrows f \in C,\left\|f / g_{p}\right\|_{\infty}<\infty$.
$f \in C_{p, 0}=C_{p, 0}(H) \rightleftarrows f \in C,\left\|f / g_{p, 0}\right\|_{\infty}<\infty$.
The following function space $D_{p}$ is stable under $P_{t}^{0}$ (see §2.3):
$f \in D_{p}=D_{p}(H) \rightleftarrows f \in C^{2}, f, \partial_{d}^{2} f \in C_{p, 0}$ and other partial derivatives are in $C_{p}$.
We denote $C_{c}=C_{c}(H)$ the space of all continuous functions with compact support and $C_{c}^{\infty}=C_{c}^{\infty}(H)$ the space of all $C^{\infty}$-functions with compact support.

Let $\mathcal{M}^{I}=\mathcal{M}^{I}(H)$ be the space of all counting measures on $H$.

$$
\begin{aligned}
& \mu \in \mathcal{M}_{p}^{I}=\mathcal{M}_{p}^{I}(H) \rightleftarrows \mu \in \mathcal{M}^{I},\left\langle\mu, g_{p}\right\rangle<\infty . \\
& \mu \in \overline{\mathcal{M}}_{p}^{I}=\overline{\mathcal{M}}_{p}^{I}(H) \rightleftarrows \mu \in \mathcal{M}^{I},\left\langle\mu, g_{p, 0}\right\rangle<\infty .
\end{aligned}
$$

Then $\mathcal{M}_{p}^{I} \subset \overline{\mathcal{M}}_{p}^{I} \subset \mathcal{M}^{I}$. The topology of $\overline{\mathcal{M}}_{p}^{I}$ is defined by the weak topology with respect to $C_{p, 0}$, i.e.,

$$
\mu_{n} \rightarrow \mu \text { in } \overline{\mathcal{M}}_{p}^{I} \rightleftarrows\left\langle\mu_{n}, f\right\rangle \rightarrow\langle\mu, f\rangle \text { for all } f \in C_{p, 0} \text { as } n \rightarrow \infty .
$$

This is equivalent to that $\left\langle\mu_{n}, f\right\rangle \rightarrow\langle\mu, f\rangle$ for all $f \in C_{c}$ and $f=g_{p, 0}$ as $n \rightarrow \infty$. Then $\bar{M}_{p}^{I}$ is Polish, i.e., metrizable, complete and separable.

Now fix $p>d$. Set

$$
\begin{aligned}
\boldsymbol{D}_{p}= & \left\{F(\mu)=\Phi\left(\left\langle\mu, f_{1}\right\rangle, \cdots,\left\langle\mu, f_{n}\right\rangle\right): \Phi \in C^{2}\left(\boldsymbol{R}^{n}\right),\left|\Phi^{(i)}(x)\right| \leq C(1+|x|)^{k},\right. \\
& \left.i=0,1,2 \text { for some } C>0, k \geq 0, \text { and } f_{j} \in D_{p}, j=1,2, \cdots, n\right\},
\end{aligned}
$$

and for $F(\mu)=\Phi\left(\left\langle\mu, f_{1}\right\rangle, \cdots,\left\langle\mu, f_{n}\right\rangle\right) \in \boldsymbol{D}_{p}, \mu \in \mathcal{M}_{p}^{I}$, we define an operator $\mathscr{L}$ by

$$
\begin{aligned}
\mathscr{L} F(\mu)= & \sum_{i=1}^{n} \partial_{i} \Phi\left(\left\langle\mu, f_{1}\right\rangle, \cdots,\left\langle\mu, f_{n}\right\rangle\right)\left\{\left\langle\mu, A f_{i}\right\rangle+\frac{1}{2}\left\langle\widetilde{m}, \partial_{d} f_{i}(\cdot, 0+)\right\rangle\right\} \\
& +\frac{1}{2} \sum_{i, j=1}^{n} \partial_{i j}^{2} \Phi\left(\left\langle\mu, f_{1}\right\rangle, \cdots,\left\langle\mu, f_{n}\right\rangle\right)\left\langle\mu, \Gamma\left(f_{i}, f_{j}\right)\right\rangle
\end{aligned}
$$

where $\partial_{i}=\partial / \partial x_{i}, \widetilde{m}=d \widetilde{x}$ is the $(d-1)$-dimensional Lebesgue measure, $A$ is the generator of $\left(P_{t}^{0}\right)$ and $\Gamma(f, g)=A f g-f A g-g A f$, i.e., $A f=\frac{1}{2} \Delta f$ and $\Gamma(f, g)=$ $\nabla f \cdot \nabla g$ for $f, g \in D_{p}$.

Moreover set $\Omega_{p}=C\left([0, \infty) \rightarrow \bar{M}_{p}^{I}\right)$, which is a Polish space.
Theorem 1. Fix $p>d$ and $\mu \in \bar{M}_{p}^{I}$. Then under $\boldsymbol{P}_{\mu},\left\{X_{t}\right\}$ is an $\overline{\mathcal{M}}_{p}^{I}$-valued

Markov process having a continuous sample paths relative to the topology in $\overline{\mathcal{M}}_{p}^{I}$ and satisfies that
(i) $\boldsymbol{P}_{\mu}\left(X_{0}=\mu\right)=1$,
(ii) for each $F \in \boldsymbol{D}_{p}, t>0$ and $k \geq 1, F\left(X_{t}\right), \int_{0}^{t}\left|\mathscr{L} F\left(X_{s}\right)\right| d s \in L^{k}\left(\boldsymbol{P}_{\mu}\right)$,
(iii) for each $F \in \boldsymbol{D}_{p}, \quad M_{t}^{F} \equiv F\left(X_{t}\right)-F\left(X_{0}\right)-\int_{0}^{t} \mathscr{L} F\left(X_{s}\right) d s$ is a $\boldsymbol{P}_{\mu}$ martingale. Moreover if a probability measure $\widetilde{\boldsymbol{P}}_{\mu}$ on $\Omega_{p}$ satisfies (i) and if $M_{t}^{F}$ is a local $\widetilde{\boldsymbol{P}}_{\mu}$-martingale for any $F(\mu)=\langle\mu, f\rangle$ and $\langle\mu, f\rangle^{2}$ with $f \in D_{p}$, then $\widetilde{\boldsymbol{P}}_{\mu}$ $=\boldsymbol{P}_{\mu}$ on $\Omega_{p}$.

Remark 1. (i) When $\mu \in \overline{\mathcal{M}}_{p}^{I}-\mathcal{M}_{p}^{I}, \mathscr{L} F(\mu)$ may not be well-defined because of $\left\langle\mu, \Gamma\left(f_{i}, f_{i}\right)\right\rangle$ being possibly infinite. But for all $t>0, \int_{0}^{t} \mathscr{L} F\left(X_{s}\right) d s$ is well-defined $\boldsymbol{P}_{\mu}$-a.s..
(ii) We can see that $\left\langle X_{t}, g_{p}\right\rangle, \int_{0}^{t}\left\langle X_{s}, g_{p}\right\rangle d s \in L^{1}\left(\boldsymbol{P}_{\mu}\right)$ for all $t>0$ (see $\S 2.3$ ). Hence

$$
\boldsymbol{P}_{\mu}\left(\left\langle X_{t}, g_{p}\right\rangle<\infty \text { for countable numbers of } t\right)=1
$$

and

$$
\boldsymbol{P}_{\mu}\left(\left\langle X_{t}, g_{p}\right\rangle<\infty \text { for } d t \text {-a.a. } t\right)=1
$$

However we can show that for any time interval $(a, b) ; 0 \leq a<b$,

$$
\boldsymbol{P}_{\mu}\left(\left\langle X_{t}, g_{p}\right\rangle<\infty \text { for some } t \in(a, b)\right)=1
$$

We shall prove this result in §2.4.
Theorem 2. Fix $p>d$. Set $\Gamma f=\Gamma(f, f)=|\nabla f|^{2}$ for $f \in D_{p}$.
(i) If $\mu \in \bar{M}_{p}^{l}$, then $X_{t}$ is locally $(1 / 4-\epsilon)$-Hölder continuous in $t \in[0, \infty)$ for all $0<\epsilon<1 / 4$ under $\boldsymbol{P}_{\mu}$, i.e., for each $\gamma=1 / 4-\epsilon, f \in D_{p}$ and $T>0$, there is a constant $C=C(\mu, f, T, \gamma)>0$ such that

$$
\boldsymbol{P}_{\mu}\left(\omega: \sup _{0<|t-s| \leq \eta(\omega), s, t \in[0, T]} \frac{\left|\left\langle X_{t}(\omega)-X_{s}(\omega), f\right\rangle\right|}{|t-s|^{\gamma}} \leq C\right)=1,
$$

where $\eta(\omega)$ is an a.s. positive random variable.
(ii) If $\mu \in \mathcal{M}_{p}^{I}$, then $X_{t}$ is locally $(1 / 2-\epsilon)$-Hölder continuous in $t \in[0, \infty)$ for all $0<\epsilon<1 / 2$ under $\boldsymbol{P}_{\mu}$.
(iii) Even if $\mu \in \overline{\mathcal{M}}_{p}^{I}-\mathcal{M}_{p}^{I}, X_{t}$ is locally $(1 / 2-\epsilon)$-Hölder continuous in $t \in$ $(0, \infty)$ for all $0<\epsilon<1 / 2$ under $\boldsymbol{P}_{\mu}$.
(iv) If $\mu \in \bar{M}_{p}^{I}$, then for $f \in D_{p}$ such that $\langle\mu, \Gamma f\rangle>0,\left\langle X_{t}, f\right\rangle$ is not $1 /$ 2 -Hölder continuous at $t=0$. Furthermore if $f \in D_{p}$ such that $K_{f} \equiv\{\Gamma f=0\}$ is a compact subset in $H$, and if $\mu \in \bar{M}_{p}^{I}$ satisfies one of the following conditions :

$$
\left\{\begin{array}{l}
d=1 \Rightarrow \mu(\{x \geq a\})=\infty \quad \text { for some } a>0, \\
d>2 \Rightarrow\langle u \quad \Gamma f\rangle>0
\end{array} \quad \text { i } \quad u\left(K_{f}^{c}\right)>1 .\right.
$$

then $\left\langle X_{t}, f\right\rangle, t \geq 0$, is nowhere $1 / 2$-Hölder continuous under $\boldsymbol{P}_{\mu}$, i.e.,

$$
\begin{aligned}
& \left\{\omega:\left|\left\langle X_{t+h}(\omega)-X_{t}(\omega), f\right\rangle\right| \leq C(\omega) \sqrt{h}\right. \\
& \quad \text { for some } t \in[0, \infty) \text { and for all } h \in[0, u(\omega)]\}
\end{aligned}
$$

is a $\boldsymbol{P}_{\mu}$-null set, where $C(\omega)$ and $u(\omega)$ are a.s. positive random variables.
When $\mu \in \overline{\mathcal{M}}_{p}^{I}-\mathcal{M}_{p}^{I}$, it seems to be difficult to completely determine the exponent of Hölder continuity at $t=0$. However we can give some sufficient conditions for them. Set $S_{a}=\left\{\left|x_{i}\right| \leq a, i=1, \cdots, d\right\} \cap H$.

Theorem 3. Let $\mu \in \overline{\mathcal{M}}_{p}^{I}-\mathcal{M}_{p}^{I}$.
(i) Suppose that for some $T>0,1 \leq \theta<2$,

$$
\begin{equation*}
\left\langle\left.\mu\right|_{s_{1}}, P_{t}^{0} 1\right\rangle \asymp \int_{s_{1}} \frac{d x}{x_{d}^{\theta}} P_{t}^{0} 1(x) \quad \text { for all } 0 \leq t \leq T \tag{2.1}
\end{equation*}
$$

where $g(t) \asymp h(t), 0<t \leq T$ means $C h(t) \leq g(t) \leq C^{\prime} h(t), 0<t \leq T$ for some positive constants $C, C^{\prime}$ depending only on $T$, then $X_{t}$ is $((3-\theta) / 4-\epsilon)$-Hölder continuous at $t=0$ for all $0<\epsilon<(3-\theta) / 4$, moreover for each $f \in D_{p}$ such that $\Gamma f(\tilde{0}, 0+)>0,\left\langle X_{t}, f\right\rangle$ is not $(3-\theta) / 4$-Hölder continuous at $t=0$ under $\boldsymbol{P}_{\mu}$.
(ii) Suppose that for some $T>0$ and $1<\theta<2, \eta>0$ or $\theta=2, \eta>1$,

$$
\begin{equation*}
\left\langle\left.\mu\right|_{s_{1 / e}}, P_{t}^{0} 1\right\rangle \asymp \int_{s_{1 / e}} \frac{d x}{x_{d}^{\theta}\left(\log 1 / x_{d}\right)^{\eta}} P_{t}^{0} 1(x) \quad \text { for all } 0 \leq t \leq T \tag{2.2}
\end{equation*}
$$

then $X_{t}$ is $(3-\theta) / 4-$ Hölder continuous at $t=0$, moreover for each $f \in D_{p}$ such that $\Gamma f(\tilde{0}, 0+)\rangle 0,\left\langle X_{t}, f\right\rangle$ is not $((3-\theta) / 4+\epsilon)$-Hölder continuous at $t=0$ for all $\epsilon>0$ under $\boldsymbol{P}_{\mu}$.

Remark 2. In the later half of (ii) we can show the following:

$$
\begin{array}{ll}
\limsup _{t \times 0} \frac{\left|\left\langle X_{t}, f\right\rangle\right|}{t^{(3-\theta) / 4}(\log 1 / t)^{-\eta / 2}}=\infty & \boldsymbol{P}_{\mu} \text {-a.s. if } 1<\theta<2, \eta>0, \\
\limsup _{t \downarrow 0} \frac{\left|\left\langle X_{t}, f\right\rangle\right|}{t^{1 / 4}(\log 1 / t)^{-(\eta-1) / 2}}=\infty & \boldsymbol{P}_{\mu} \text {-a.s. if } \theta=2, \eta>1
\end{array}
$$

Here we give some examples of $\mu=\sum_{n \geq 2} \delta_{x_{n}} \in \overline{\mathcal{M}}_{p}^{I}-\mathcal{M}_{p}^{I}$ which satisfy the conditions (2.1), (2.2) : For simplicity let $d=1$.
(a) $x_{n}=r^{n}(0<r<1) \Rightarrow \theta=1$ in (2.1),
(b) $x_{n}=n^{-p}(p>1) \Rightarrow \theta=1+1 / p$ in (2.1),
(c) $x_{n}=n^{-p}(\log n)^{-q}(p>1, q>0$ or $p=2<q) \Rightarrow \theta=1+1 / p, \eta=q / p$ in (2.2).

Now we can datermine the exponent of Hölder continuity of sample paths of the equilibrium process associated with absorbing Brownian motion in $H$, since under $\boldsymbol{P}, X_{t}$ has an innitial distribution $\Pi_{m}(d \mu)$ and $\left\langle m, g_{p}\right\rangle<\infty$ for all $p>d$. Set $D_{d+}=\cup_{p>d} D_{p}, \bar{M}_{d+}^{I}=\bigcap_{p>d} \overline{\mathcal{M}}_{p}^{I}$ and $\Omega_{d+}=\bigcap_{p>d} \Omega_{p}=C\left([0, \infty) \rightarrow \bar{M}_{d+}^{I}\right)$. Then we have the following :

Corollary 1. ( $X_{t}, \boldsymbol{P}$ ) is an $\overline{\mathcal{M}}_{d+-}^{I}$ valued stationary Markov process having continuous sample paths relative to the topology in $\overline{\mathcal{M}}^{1}{ }^{1}$ with initial distribution $\Pi_{m}(\mu)$. Furthermore $X_{t}, t \geq 0$ is locally $(1 / 2-\epsilon)$-Höder continuous for all $0<\epsilon$ $<1 / 2$, and for each $f \in D_{d+}$ such that $K_{f}=\{\Gamma f=0\}$ is compact in $H,\left\langle X_{t}, f\right\rangle, t$ $\geq 0$ is nowhere $1 / 2$-Hölder continuous.

### 2.2. Kuznetsov Measures and Infinite Markov Particle Systems with Immigration

In this subsection we give a general theory of Kuznetsov measures according to [2], [5] and [7], and define the infinite Markov particle systems with immigration induced by Kuznetsov measures. We also discuss the Markov property of equilibrium processes with immigration.

Let $S$ be a Lusin space, i.e., a Borel measurable subset of a separable metric space, and fix a point $\Delta \notin S$. Set $S_{\Delta}=S \cup\{\Delta\}$. Let $\left(W^{0}, \mathcal{F}^{0}, \mathscr{F}_{t}^{0}, w^{0}(t), P_{x}^{0}\right), t \geq$ $0, x \in S$, be a Borel right process with transition semi-group $\left(P_{t}^{0}\right)_{t \geq 0}$. That is, $\left(P_{t}^{0}\right)_{t \geq 0}$ is a Borel right semi-group, $W^{0}$ is the set of all right-continuous paths $w^{0}$ : $[0, \infty) \rightarrow S_{\Delta}, \theta_{t} w^{0}(s)=w^{0}(t+s), \mathscr{F}^{0}=\sigma\left(w^{0}(t): t \geq 0\right), \mathscr{F}_{t}^{0}=\sigma\left(w^{0}(s): 0 \leq s \leq t\right)$ and $\zeta\left(w^{0}\right)=\inf \left\{t: w^{0}(t)=\Delta\right\}$ is the lifetime of $w^{0}$. Set $P_{\Delta}^{0}=\delta_{[\Delta]}$.

Let $W$ be the of all maps $w: \boldsymbol{R} \rightarrow S_{\Delta}$ such that there is a nonempty open interval $(\alpha(w), \beta(w))$ on which $w$ is $S$-valued and right-continuous, with $w(t)=$ $\Delta$ if $t \leq \alpha(w)$ or $t \geq \beta(w)$, and a constant map [ $\Delta$ ], i.e., [ $\Delta](t)=\Delta$ for all $t$. Set $\boldsymbol{\zeta}^{0}=\sigma(w(t): t \in \boldsymbol{R})$ and $\boldsymbol{\varphi}_{t}^{0}=\sigma(w(s):-\infty<s \leq t)$. Moreover let $\gamma_{t}, t \in \boldsymbol{R}$, be mappings from $W$ to $W^{0}$ defined by

$$
\gamma_{t} w(s)= \begin{cases}w(t+s) & \text { for } s \geq 0 \text { if } t>\alpha(w) \\ \Delta & \text { for } s \geq 0 \text { if } t \leq \alpha(w)\end{cases}
$$

Then the following hold : $\gamma_{t}=\gamma_{0} \circ \theta_{t}$ for $t \in \boldsymbol{R}$. If $\alpha<t<\beta$, then $\zeta \circ \gamma_{t}=\beta \circ \theta_{t}$. Moreover $\gamma_{t}$ is $\boldsymbol{G}_{s+t}^{0} \mid \mathscr{F}_{s}^{0}$-measurable for $s \geq 0, t \in \boldsymbol{R}$.

A family of $\sigma$-finite measures $\xi=\left(\xi_{t}\right)_{t \in R}$ on $S$ is called an entrance rule if $\xi_{s} P_{t-s}^{0} \leq \xi_{t}$ for $s<t$ and $\xi_{s} P_{t-s}^{0} \uparrow \xi_{t}$ as $s \uparrow t$. Moreover $\xi=\left(\xi_{t}\right)_{t \in R}$ is called an entrance law if $\xi=\left(\xi_{t}\right)_{t \in R}$ is an entrance rule and satisfies that $\xi_{s} P_{t-s}^{0}=\xi_{t}$ for $s<$ $t$.

The following result by Kuznestov [12] is well-known (see [2], [5] and [7]) : For an entrance rule $\xi=\left(\xi_{t}\right)$ there exists a unique $\sigma$-finite measure $Q_{\xi}(d w)$ on $W$ not charging [ $\Delta$ ] such that for $-\infty<t_{1}<t_{2}<\cdots<t_{n}<+\infty$

$$
\begin{aligned}
& Q_{\xi}\left(\alpha<t_{1}, w\left(t_{1}\right) \in d y_{1}, w\left(t_{2}\right) \in d y_{2}, \cdots, w\left(t_{n}\right) \in d y_{n}, t_{n}<\beta\right) \\
& \quad=\xi_{t_{1}}\left(d y_{1}\right) P_{t_{2}-t_{1}}^{0}\left(y_{1}, d y_{2}\right) \cdots P_{t_{n}-t_{n-1}}^{0}\left(y_{n-1}, d y_{n}\right)
\end{aligned}
$$

In particular $\left(w(t), \mathcal{G}_{t}^{0}, Q_{\xi}\right)$ is Markov in the sense that if $t \in \boldsymbol{R}$ and $V \in \mathscr{F}^{0}$, then

$$
Q_{\xi}\left(V \circ \gamma_{t} \mid \varphi_{t}^{0}\right)=P_{w(t)}^{0}(V) \quad \text { on }\{\alpha<t\} .
$$

Definition 1. $Q_{\xi}$ is called the Kuznetsov measure associated with $\left(w^{0}(t), P_{x}^{0}\right.$, $\xi$ ).

If $\xi_{t}=m$ a $\sigma$-finite measure on $S$ for all $t \in \boldsymbol{R}$ then we write $Q_{m}$ for $Q_{\xi}$, and then $Q_{m}$ is stationary, i.e., $Q_{m}[f(w(t))]=m(f)$. We denote the class of excessive (resp. invariant, purely excessive) measures by Exc (resp. Inv, Pur). That is, for a $\sigma$-finite measure $m$

$$
\begin{aligned}
& m \in \boldsymbol{E x c} \text { if } m P_{t}^{0} \leq m \text { for all } t \geq 0, \\
& m \in \boldsymbol{I n v} \text { if } m P_{t}^{0}=m \text { for all } t \geq 0, \\
& m \in \boldsymbol{P u r} \text { if } m \in \boldsymbol{E x c} \text { and } \lim _{t \rightarrow \infty} m P_{t}^{0}=0 .
\end{aligned}
$$

$m \in \boldsymbol{E x c}$ may be deconmposed uniquely as $m=m_{i}+m_{p}$, where $m_{i} \in \boldsymbol{I n} \boldsymbol{v}$ and $m_{p}$ $\in \boldsymbol{P u r}$. If $m \in \boldsymbol{P u r}$, then there exists a unique entrance law $\nu=\left(\nu_{t}\right)_{t>0}$ such that

$$
m=\int_{0}^{\infty} \nu_{t} d t
$$

From now on we fix $m \in \boldsymbol{E x c}$ (may be infinite) and also $m_{i}, m_{p}, \nu=\left(\nu_{t}\right)_{t>0}$, which are uniquely determined by $m$ as above. Then there are Kuznetsov measures

$$
Q_{m}, Q_{m_{i}}, Q_{m_{p}}, \text { and } Q^{0} \equiv Q_{\nu} \quad \text { on } W,
$$

which satisfy that

$$
Q_{m}=Q_{m_{i}}+Q_{m_{\rho}}
$$

and

$$
Q_{m_{P}}=\int_{R} \theta_{-s}\left(Q^{0}\right) d s=\int_{R} \theta_{s}\left(Q^{0}\right) d s
$$

In [7] it is shown that $Q^{0}(\alpha \neq 0)=0$.
Now we consider the infinite Markov particle systems induced by Kuznetsov measures. We restrict the time interval to $[0, \infty)$ and the following are defined by the same way as in case of absorbing Brownian motion (see $\S 1$ ) : $\mu=\sum_{n \geq 1} \delta_{x_{n}} \in \mathcal{M}^{I}$ $=\mathcal{M}^{I}(S), \omega=\sum_{n} \delta_{w_{n}} \in \Omega\left(w_{n} \in W\right), X_{t}(\omega)=\left.\omega(t)\right|_{s}, \mathcal{F}, \mathcal{F}_{t}, \boldsymbol{P}_{\mu} \equiv \boldsymbol{P}_{\mu}^{0} \otimes \boldsymbol{P}^{I}, \Pi_{m}(d \mu)$ and $\boldsymbol{P} \equiv \int \Pi_{m}(d \mu) \boldsymbol{P}_{\mu}$. Then $\left(X_{t}, \boldsymbol{P}_{\mu}\right)$ is an $\mathcal{M}^{I}$-valued stationary Markov process with a stationary measure $\Pi_{m}$.

Definition 2. (i) $\left(X_{t}, \boldsymbol{P}_{\mu}\right)$ is called the infinite Markov particle system associated with $\left(w^{0}(t), P_{x}^{0}\right)$. In particular if $Q^{0} \neq 0$, then $\left(X_{t}, \boldsymbol{P}_{\mu}\right)$ is called the infinite Markov particle system with immigration associated with $\left(w^{0}(t), P_{x}^{0}, Q^{0}\right)$.
(ii) $\left(X_{t}, \boldsymbol{P}\right)$ is called the equilibrium process associated with $\left(w^{0}(t), P_{x}^{0}, m\right)$ or $\left(w(t), Q_{m}\right)$. In particular if $m \in \boldsymbol{E x c} \backslash \boldsymbol{I n v}$, then $\left(X_{t}, \boldsymbol{P}\right)$ is called the equilibrium process with immigration associated with $\left(w^{0}(t), P_{x}^{0}, m\right)$ or $\left(w(t), Q_{m}\right)$.

Remark 3. (i) $\boldsymbol{P}$ is also defined as the $Q_{m}$-Poisson measure $\Pi_{Q_{m}}$, i.e, $\boldsymbol{P}=$ $\Pi_{Q_{m}}$ in the sense of finite-dimensional distributions.
(ii) When $m \in \boldsymbol{I} \boldsymbol{n} \boldsymbol{v}$, we can identify $Q_{m}=P_{m}^{0}\left(=\int m(d x) P_{x}^{0}\right)$, so the definition of equilibrium processes is the same as in [17] by T. Shiga and Y. Takahashi.

The Markov property of $\boldsymbol{P}_{\mu}$ and the identification of $\boldsymbol{P}=\Pi_{Q_{m}}$ can be proved similarly to [17].

### 2.3. Proofs

Before proceeding the proofs we give two fundamental properties of the transition semi-group ( $P_{t}^{0}$ ) of absorbing Brownian motion in $H$. Note that $P_{t}^{0}$ is given by $P_{t}^{0} f(x)=\int P_{t}^{0}(x, d y) f(y)$ with $P_{t}^{0}(x, d y)=p_{t}^{0}(x, y) d y$ and

$$
p_{t}^{0}(x, y)=p_{t}\left(x_{1}, y_{1}\right) \cdots p_{t}\left(x_{d-1}, y_{d-1}\right) p_{t}^{0}\left(x_{d}, y_{d}\right),
$$

where for $u, v \in \boldsymbol{R}$,

$$
p_{t}(u, v)=\frac{1}{\sqrt{2 \pi t}} \exp \left[-\frac{(v-u)^{2}}{2 t}\right]
$$

and for $u, v>0$,

$$
\begin{aligned}
p_{t}^{0}(u, v) & =p_{t}(u, v)-p_{t}(u,-v) \\
& =\frac{1}{\sqrt{2 \pi t}}\left\{\exp \left[-\frac{(v-u)^{2}}{2 t}\right]-\exp \left[-\frac{(v+u)^{2}}{2 t}\right]\right\} \\
& =\int_{-u}^{u} d z \frac{v+z}{\sqrt{2 \pi t^{3}}} \exp \left[-\frac{(v+z)^{2}}{2 t}\right]
\end{aligned}
$$

The following first claim is easily obtained from the proof of Proposition 2.3 in [8]: Let $p>d$. If $f \in C_{p}, f \geq 0$ and $\lim _{|x|-\infty}|x|^{p} f(x)=l$ exists, then

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} \sup _{t \geq 0}|x|^{p} P_{t}^{0} f(x)=l . \tag{2.3}
\end{equation*}
$$

The second is that if $f \in C^{2}$ and $f(\tilde{x}, 0+)=0$, then

$$
P_{t}^{0} f(x)=x_{d} \partial_{d}\left(P_{t}^{0} f\right)(\widetilde{x}, 0+)+\frac{1}{2} x_{d}^{2} P_{t}^{0}\left(\partial_{d}^{2} f\right)\left(\widetilde{x}, \theta x_{d}\right)
$$

for some $\theta \in(0,1)$. This follows from that $P_{t}^{0} f(\cdot, 0+)=0$ if $t>0$ and $f \in L^{1}(H$, $d x$ ), and that $\partial_{d}^{2}\left(P_{t}^{0} f\right)=P_{t}^{0}\left(\partial_{d}^{2} f\right)$ if $f \in C^{2} ; f(\cdot, 0+)=0$. Thus we also see that $D_{p}$ is stable under $P_{t}^{0}$, i.e., $P_{t}^{0}\left(D_{p}\right) \subset D_{p}$.

From these fact we get the following :

$$
\begin{align*}
& \sup \left\|g_{p}^{-1} P_{t}^{0} g_{p}\right\|_{\infty}<\infty,  \tag{2.4}\\
& \sup _{t \geq 0}\left\|g_{p, 0}^{1} P_{t}^{0} g_{p, 0}\right\|_{\infty}<\infty \tag{2.5}
\end{align*}
$$

and for all $s>0, P_{s}^{0} g_{p} \in C_{p, 0}$, hence

$$
\begin{equation*}
\sup _{s \leq t<\infty}\left\|g_{p, 0}^{-1} P_{t}^{0} g_{p}\right\|_{\infty}<\infty \tag{2.6}
\end{equation*}
$$

Proof of Theorem 1.
(i) is trivial. The integrabilities in (ii) are reduced to the following: For each $j, k \geq 0$ and $t>0$,

$$
\begin{equation*}
\boldsymbol{E}_{\mu}\left[\left\langle X_{t}, g_{p}\right\rangle^{k}\right], \boldsymbol{E}_{\mu}\left[\left(\int_{0}^{t}\left\langle X_{u}, g_{p, 0}\right\rangle^{j}\left\langle X_{u}, g_{p}\right\rangle d u\right)^{k}\right]<\infty . \tag{2.7}
\end{equation*}
$$

Lemma 1. Let $p>d$. Fix $t>0, \epsilon>0$. Then, for each $k \geq 0$,

$$
\sup _{0 \leq a \leq \epsilon}\left\|g_{p, 0}^{-1} \frac{\partial^{k}}{\partial a^{k}} V_{t}\left(a g_{p}\right)\right\|_{\infty}<\infty .
$$

Proof. This is deduced to (2.6) by computing $\left(\partial^{k} / \partial a^{k}\right) V_{t}\left(a g_{p}\right)$.
From this lemma it is easy to see that if $\mu \in \bar{M}_{p}^{I}$, then the Laplace transform

$$
\begin{aligned}
\varphi_{t}(a ; f) & \equiv \boldsymbol{E}_{\mu}\left[\exp \left(-a\left\langle X_{t}, f\right\rangle\right)\right] \\
& =\exp \left[-\left\langle\mu, V_{t}(a f)\right\rangle-\int_{0}^{t}\left\langle\nu_{r}, 1-e^{-a f}\right\rangle d r\right]
\end{aligned}
$$

is $C^{\infty}$ at $a=0+$ if $t>0$ and $f \in D_{p}$. Hence the first claim follows. For instance, we have for $f, g \in D_{p}$,

$$
\begin{aligned}
& \boldsymbol{E}_{\mu}\left\langle X_{t}, f\right\rangle=\left\langle\mu, P_{t}^{0} f\right\rangle+\int_{0}^{t}\left\langle\nu_{r}, f\right\rangle d r, \\
& \boldsymbol{E}_{\mu}\left[\left\langle X_{t}, f\right\rangle\left\langle X_{t}, g\right\rangle\right]= \boldsymbol{E}_{\mu}\left\langle X_{t}, f\right\rangle \boldsymbol{E}_{\mu}\left\langle X_{t}, g\right\rangle \\
&+\left\langle\mu, P_{t}^{0}(f g)-P_{t}^{0} f P_{t}^{0} g\right\rangle+\int_{0}^{t}\left\langle\nu_{r}, f g\right\rangle d r .
\end{aligned}
$$

More generally we can give the explicit formula of $\boldsymbol{E}_{\mu}\left[\left\langle X_{t}, f_{1}\right\rangle \cdots\left\langle X_{t}, f_{n}\right\rangle\right]$. But it's too tedious to describe it. By using the formula one can easily see the following:

Proposition 1. For all $0 \leq t_{1} \leq \cdots \leq t_{n}$ and $f_{i} \in D_{p} ; f_{i} \geq 0, i=1,2, \cdots, n$,

$$
\begin{aligned}
& \boldsymbol{E}_{\mu}\left[\left\langle X_{t_{1}}, f_{1}\right\rangle \cdots\left\langle X_{t_{n}}, f_{n}\right\rangle\right] \leq \prod_{i=1}^{n}\left\langle\mu, P_{t_{i}}^{0} f_{i}\right\rangle+C_{1}^{(n)} \sum_{i=1}^{n} \prod_{j \neq i}^{n}\left\langle\mu, P_{t_{j}}^{0} f_{j}\right\rangle \\
& \quad+C_{2}^{(n)} \sum_{i_{1} \neq i_{2} j \neq i_{1}, i_{2}}\left\langle\mu, P_{t_{j}}^{0} f_{j}\right\rangle+\cdots+C_{n-1}^{(n)} \sum_{j=1}^{n}\left\langle\mu, P_{t_{j}}^{0} f_{j}\right\rangle+C_{n}^{(n)},
\end{aligned}
$$

where $C_{k}^{(n)}, k=1, \cdots, n$ are positive constants, independent of $\left\{t_{i}\right\}$.
Proof. In case of $t_{1}=\cdots=t_{n}=t$ it is easily obtained. Then by using the Markov property we can get the general case, of course by induction on $n$.

To show the second claim in (2.7), we need the following lemma :
Lemma 2. Let $\mu \in \overline{\mathcal{M}}_{p}^{I}$. For each $T>0$, there exists a constant $C_{T}>0$ such that

$$
\left\langle\mu, P_{t}^{0} g_{p}\right\rangle \leq C_{T} / \sqrt{t} \quad(0<t \leq T) .
$$

Proof. For simplicity we only consider the case of $d=1$. Suppose that $\langle\mu$, $\left.g_{p, 0}\right\rangle<\infty$. It is clear that for all $\epsilon>0, \sup _{t}\left\langle\mu, 1_{(\epsilon, \infty)} P_{t}^{0} g_{p}\right\rangle<\infty$ by (2.3) and it is easy to see that

$$
\sup _{t \geq 0,0<x \leq \epsilon} \frac{\sqrt{t}}{x} P_{t}^{0} g_{p}(x) \leq \sqrt{\frac{2}{\pi}} .
$$

The general cases $d \geq 2$ can be proved by a similar way.
Hence by (2.5) and Proposition 1 we have (2.7). Thus (ii) in Theorem 1 is proved. Moreover it is easily seen that

Lemma 3. Let $\mu \in \bar{M}_{p}^{I}$. Fix $T>0$. For each $k \geq 1$,

$$
\boldsymbol{E}_{\mu}\left[\left(\int_{0}^{t}\left\langle X_{u}, g_{p}\right\rangle d u\right)^{k}\right] \leq C_{T} t^{k / 2} \quad(0 \leq t \leq T)
$$

This lemma is used to show the Hölder continuity of $X_{t}$ later.
Remark 4. When $\mu \in \bar{M}_{p}^{I}-\mathcal{M}_{p}^{I}$, it holds that

$$
\boldsymbol{E}_{\mu}\left[\int_{0}^{t}\left\langle X_{u}, g_{p}\right\rangle^{k} d u\right] \begin{cases}<\infty & \text { if } k=1, \\ =\infty & \text { if } k \geq 2\end{cases}
$$

On the other hand if $\mu \in \mathcal{M}_{p}^{I}$, then for each $T>0$ and $k \geq 1$, $\sup _{0 \leq t \leq T}\left\langle\mu, P_{t}^{0} g_{p}\right\rangle$ is finite because of (2.4). Thus $C_{T}=\sup _{0 \leq t \leq T} \boldsymbol{E}_{\mu}\left[\left\langle X_{t}, g_{p}\right\rangle^{k}\right]$ is finite and it holds that

$$
\begin{aligned}
\boldsymbol{E}_{\mu}\left[\left(\int_{0}^{t}\left\langle X_{u}, g_{p}\right\rangle d u\right)^{k}\right] & \leq t^{k-1} \int_{0}^{t} \boldsymbol{E}_{\mu}\left[\left\langle X_{u}, g_{p}\right\rangle^{k}\right] d u \\
& \leq C_{T} t^{k} \quad(0 \leq t \leq T)
\end{aligned}
$$

Next we show the martingale property (iii) in Theorem 1.

## Lemma 4.

(i) $\sup _{t \geq 0}\left\|g_{p}^{-1} \frac{\partial}{\partial t} V_{t} f\right\|_{\infty}<\infty$ for each $f \in D_{p}$,
(ii) $\sup _{0<r \leq T}\left\langle\nu_{r}, g_{p, 0}\right\rangle<\infty$ for each $T>0$.

Proof. Since for $h=1-e^{-f}$ and $\Gamma f=\Gamma(f, f)=|\nabla f|^{2}$,

$$
\frac{\partial}{\partial t} V_{t} f=\frac{P_{t}^{0} A h}{1-P_{t}^{0} h}\left(=\frac{A P_{t}^{0} h}{1-P_{t}^{0} h}=A V_{t} f-\frac{1}{2} \Gamma V_{t} f\right)
$$

and $\left\|1-P_{t}^{0} h\right\|^{-1} \leq \exp \left[\|f\|_{\infty}\right]<\infty$, (i) is deduced to (2.4). (ii) follows from $\sup _{r>0} \int_{0}^{1} y \nu_{r}(y) d y=1 / 2$ and $\int_{1}^{\infty} y^{-p} \nu_{r}(y) d y \leq \int_{1}^{\infty} \nu_{r}(y) d y \leq 1 / \sqrt{2 \pi r}$.

Let $f \in D_{p}$. Since

$$
\lim _{t \leq 0}\left\langle\nu_{r}, 1-e^{-f}\right\rangle=\frac{1}{2}\left\langle\widetilde{m}, \partial_{d} f(\cdot, 0+)\right\rangle
$$

if $\mu \in \mathcal{M}_{p}^{I}$, then

$$
\begin{aligned}
\mathscr{L} e^{-\langle, f\rangle}(\mu) & =-\left\{\left\langle\mu, A f-\frac{1}{2} \Gamma f\right\rangle+\frac{1}{2}\left\langle\widetilde{m}, \partial_{d} f(\cdot, 0+)\right\rangle\right\} e^{-\langle\mu, f\rangle} \\
& =\lim _{f \downarrow 0}-\frac{1}{t}\left\{\boldsymbol{E}_{\mu}\left[e^{-\left\langle X_{t}, f\right\rangle}\right]-e^{-\langle\mu, f\rangle}\right\} .
\end{aligned}
$$

When $\mu \in \overline{\mathcal{M}}_{p}^{l}, \mathscr{L} e^{-\langle\cdot, f\rangle}(\mu)$ may not be well-defined. However it holds that $\boldsymbol{P}_{\mu}\left(X_{u}\right.$ $\in \mathcal{M}_{p}^{I}$ for $d u$-a.a. $\left.u>0\right)=1$ as mentioned in Remark 1. Hence by Lemma 4, nothing that

$$
\lim _{r: 0}\left\langle\nu_{r}, f^{n}\right\rangle= \begin{cases}\frac{1}{2}\left\langle\widetilde{m}, \partial_{d} f(\cdot, 0+)\right\rangle & (n=1), \\ 0 & (n \geq 2),\end{cases}
$$

if $\mu \in \overline{\mathcal{M}}_{p}^{I}$ and $F \in \boldsymbol{D}_{p}$, then we can get

$$
\frac{\partial}{\partial u} \boldsymbol{E}_{\mu}\left[F\left(X_{u}\right) \mid X_{s}\right]=\boldsymbol{E}_{\mu}\left[\mathscr{L} F\left(X_{u}\right) \mid X_{s}\right] \quad \text { for } d u \text {-a.a. } u>_{s}, \quad \boldsymbol{P}_{\mu} \text {-a.s. }
$$

Therefore from this equation and by using the Markov property we can see that for each $F \in \boldsymbol{D}_{p}$ and $0 \leq s<t$,

$$
\boldsymbol{E}_{\mu}\left[F\left(X_{t}\right)-F\left(X_{s}\right)-\int_{s}^{t} \mathscr{L} F\left(X_{u}\right) d u \mid \mathscr{F}_{s}\right]=0
$$

That is, (iii) in Theorem 1 holds. In particular, we have

Lemma 5. For each $f \in D_{p}$,

$$
\begin{aligned}
M_{t}(f) & =\left\langle X_{t}, f\right\rangle-\left\langle X_{0}, f\right\rangle-\int_{0}^{t} \mathscr{L}\langle\cdot, f\rangle\left(X_{u}\right) d u \\
& =\left\langle X_{t}, f\right\rangle-\left\langle X_{0}, f\right\rangle-\int_{0}^{t}\left\langle X_{u}, A f\right\rangle d u-\frac{t}{2}\left\langle\tilde{m}, \partial_{d} f(\cdot, 0+)\right\rangle
\end{aligned}
$$

is a square integrable $\boldsymbol{P}_{\mu}$-martingale with quadratic variation

$$
\ll M(f)>_{t}=\int_{0}^{t}\left\langle X_{u}, \Gamma f\right\rangle d u .
$$

Now we prove that $X_{t}$ is continuous relative to the topology in $\bar{M}_{p}^{t}$. We use an approximation by finite particle systems. Set $H_{n}=\left\{x \in H:|x| \leq n, x_{d} \geq 1 / n\right\}$ for $n \geq 1$. Then $\mu\left(H_{n}\right)<\infty$ whenever $\mu \in \bar{M}_{p}^{l}$. Fix $T>0$ and for each $n \geq 1$, we set

$$
\begin{gathered}
W_{n}=\{w: 0 \leq \alpha(w)<T, \beta(w)-\alpha(w) \geq 1 / n,|w(\alpha(w)+)| \leq n\}, \\
Q_{m}^{(n)}=\left.Q_{m}\right|_{W_{n}} \quad \text { and } \quad Q_{n}^{0}=Q^{0}(\cdot ; \beta>1 / n)
\end{gathered}
$$

Then $Q_{m}^{(n)}=\int_{0}^{T} \theta_{-s}\left(Q_{n}^{0}\right) d s$ and $Q_{m}^{(n)}(W)=T \nu_{1 / n}(\{|x| \leq n\})<\infty\left(\right.$ note that $Q^{0}(\alpha \neq 0)=$ 0 ). Now for each $n \geq 1$, we define

$$
X^{(n)}(\omega)=\sum_{k: w_{k}(0) \in H_{n}} \delta_{w_{k}}+\sum_{k: w_{k} \in w_{k}} \delta_{w_{k}} \quad \text { if } \omega=\sum_{k} \delta_{w_{k}} .
$$

Then under $\boldsymbol{P}_{\mu}, X_{t}^{(n)}$ is a finite Markov particle system, that is, $\boldsymbol{P}_{\mu}\left(X^{(n)}(W)<\infty\right)$ $=1$ and

$$
\boldsymbol{E}_{\mu}\left[\exp \left(-\left\langle X_{t+s}, f\right\rangle\right) \mid \mathscr{F}_{s}\right]=\exp \left[-\left\langle X_{s}^{(n)}, V_{t} f\right\rangle-\int_{0}^{t}\left\langle Q_{n}^{0}, 1-e^{-f_{r}}\right\rangle d r\right]
$$

Clearly $X_{t}^{(n)}$ is continuous relative to the topology in $\bar{M}_{p}^{L}$ and $X_{t}^{(n)}(\omega)$ converges to $X_{t}(\omega)$ as $n \rightarrow \infty$ for every $\omega$ and $t \geq 0$. Fix $f \in D_{p}$ and let $M_{t}^{(n)}=M_{t}^{(n)}(f), M_{t}=$ $M_{t}(f)$ be the martingale part of $X_{t}^{(n)}, X_{t}$ respectively defined as in Lemma 5. By Doob's maximal inequality and Lebesgue's dominated convergence theorem we see that

$$
\begin{aligned}
\boldsymbol{E}_{\mu}\left[\sup _{t \leq T}\left|M_{t}^{(n)}-M_{t}^{(m)}\right|^{2}\right] \leq & 4 \boldsymbol{E}_{\mu}\left[\left|M_{T}^{(n)}-M_{T}^{(m)}\right|^{2}\right] \\
& \rightarrow 0 \quad(n, m \rightarrow \infty) .
\end{aligned}
$$

Hence there is a continuous process $\widetilde{M}_{t}=\widetilde{M}_{t}(f)$ such that $\lim _{k \rightarrow \infty \operatorname{Sup}_{t \leq T} \mid}\left|M_{t}^{\left(n_{k}\right)}-\widetilde{M}_{t}\right|$ $=0, \boldsymbol{P}_{\mu}$-a.s. for some suitable subsequence $\left\{M_{t}^{\left(n_{k}\right)}\right\}_{k=1}^{\infty}$. This implies $\boldsymbol{P}_{\mu}\left(M_{t}=\widetilde{M}_{t}\right.$ for all $t \leq T)=1$, that is, $M_{t}$ is continuous. This implies the continuity of $X_{t}$ in $\bar{M}_{p}^{I}$.

Finally we prove the uniqueness of $\boldsymbol{P}_{\mu}$ on $\Omega_{p}$ for the martingale problem.
Lemma 6. If $f \in C_{c}^{\infty}$, then $V_{t} f \in C^{\infty} \cap D_{p}$ for every $t \geq 0, p>d$, and the following hold: For each $t \geq 0$,
(i) $\frac{\partial}{\partial t} V_{t} f$ is continuous in $t$ with respect to the norm $\left\|\cdot / g_{p, 0}\right\|_{\infty}$,
(ii) $\Gamma V_{t} f$ is continuous in $t$ with respect to the norm $\left\|\cdot / g_{p}\right\|_{\infty}$.

Proof. Set $h=1-e^{-f} \in C_{c}^{\infty}$. Since $A h \in C_{c}^{\infty}$,

$$
\frac{\partial}{\partial t} V_{t} f=\frac{P_{t}^{0} A h}{1-P_{t}^{0} h} \quad \text { and } \quad\left\|1-P_{t}^{0} h\right\|_{\infty} \leq e^{\| f l_{0}}<\infty
$$

(i) is reduced to the continuity of $P_{t}^{0} f$ for $f \in C_{c}^{\infty}$, i.e., $\left\|\left(P_{t}^{0} f-f\right) / g_{p, 0}\right\|_{\infty} \rightarrow 0(t \rightarrow 0)$. To prove this it suffices to show that, for each $f \in C_{c}$,

$$
\sup _{t 00}\left\|g_{p, 0}^{-1} P_{t}^{0} f\right\|_{\infty}<\infty,
$$

however it is not difficult. (ii) is reduced to the following: For each $f \in C_{c}^{\infty}$,

$$
\left\|\left(P_{t}^{0} f-P_{t_{0}}^{0} f\right) / g_{p, 0}\right\|_{\infty},\left\|\left(\partial_{i} P_{t}^{0} f-\partial_{i} P_{t_{0}}^{0} f\right) / g_{p, 0}\right\|_{\infty} \rightarrow 0 \quad i=1,2, \cdots, d\left(t \rightarrow t_{0}\right) .
$$

The second follows from the continuity of the transition semi-group $\left(P_{t}\right)_{t \geq 0}$ of Brownian motion in $\boldsymbol{R}^{d}$. Because if we extend $f$ to on $\boldsymbol{R}^{d}$ by setting $f=0$ on $H^{c}$, then

$$
\partial_{i} P_{t}^{0} f(x)= \begin{cases}P_{t}^{0}\left(\partial_{i} f\right)(x) & \text { for } i \neq d, \\ P_{t}\left(\partial_{d} f\right)(x)+P_{t}\left(\partial_{d} \bar{f}\right)(x) & \text { for } i=d,\end{cases}
$$

where $\bar{f}(x)=f\left(\tilde{x},-x_{d}\right)$. One can more easily see that $\left\|\left(P_{t} f-f\right) / g_{p}\right\|_{\infty} \rightarrow 0(t \rightarrow 0)$ for each $f \in C_{c}\left(\boldsymbol{R}^{d}\right)$.

Let $\widetilde{\boldsymbol{P}}_{\mu}$ be a probability measure on $\Omega_{p}$, under which $X_{0}=\mu$ a.s. and $F\left(X_{t}\right)$ $-F\left(X_{0}\right)-\int_{0}^{t} \mathscr{L} F\left(X_{s}\right) d s$ is a local martingale for $F(\mu)=\left\langle X_{t}, f\right\rangle,\left\langle X_{t}, f\right\rangle^{2}(f \in$ $\left.D_{p}\right)$. We first assume that $\left\langle X_{t}, g_{p, 0}\right\rangle, \int_{0}^{t}\left\langle X_{s}, g_{p}\right\rangle d s \in L^{2}\left(\widetilde{\boldsymbol{P}}_{\mu}\right)$ for each $\left.t\right\rangle 0$ and that the above local martingale is a martingale. Then by using Lemma 6 carefully and nothing $\left\langle\nu_{T-s}, 1-e^{-f}\right\rangle=\left\langle\nu_{r}, V_{T-s} f\right\rangle_{r=0}$, we see that for each $f \in C_{c}^{\infty}$ and $T>0$,

$$
\left\langle X_{t}, V_{T-t} f\right\rangle-\left\langle X_{0}, V_{T} f\right\rangle-\frac{1}{2} \int_{0}^{t}\left\langle X_{s}, \Gamma V_{T-s} f\right\rangle d s-\int_{0}^{t}\left\langle\nu_{T-s}, 1-e^{-f}\right\rangle d s
$$

is a square integrable continuous $\widetilde{\boldsymbol{P}}_{\mu}$-martingale with quadratic variation

$$
\int_{0}^{t}\left\langle X_{s}, \Gamma V_{T-s} f\right\rangle d s
$$

in $0 \leq t \leq T$. Hence by using Ito's formula we see that

$$
\exp \left[-\left\langle X_{t}, V_{T-t} f\right\rangle+\int_{0}^{t}\left\langle\nu_{T-r}, 1-e^{-f}\right\rangle d r\right]
$$

is a $\widetilde{\boldsymbol{P}}_{\mu}$-martingale. Thus by taking $T=t$ we have

$$
\widetilde{\boldsymbol{E}}_{\mu}\left[\exp \left(-\left\langle X_{t}, f\right\rangle\right) \mid \mathscr{F}_{s}\right]=\exp \left[-\left\langle X_{s}, V_{t-s} f\right\rangle-\int_{0}^{t-s}\left\langle\nu_{u}, 1-e^{-f}\right\rangle d u\right] .
$$

Therefore $\widetilde{\boldsymbol{P}}_{\mu}=\boldsymbol{P}_{\mu}$ in the sense of finite-dimensional distributions, hence it holds on $\Omega_{p}$, because $\Omega_{p}$ is Polish. In case of a local martingale by using a localization method we can also show $\widetilde{\boldsymbol{P}}_{\mu}=\boldsymbol{P}_{\mu}$ on $\Omega_{p}$.

Proof of Theorem 2.
We first show that $X_{t}, t \geq 0$ is locally $\gamma$-Hölder continuous under $\boldsymbol{P}_{\mu}$ in each cases of (i) $\mu \in \bar{M}_{p}^{I}, \gamma \in(0,1 / 4)$ and (ii) $\mu \in \mathcal{M}_{p}^{I}, \gamma \in(0,1 / 2)$. We apply the following lemma which can be easily proved (cf. Theorem 2.2.8 in [9]):

Lemma 7. Fix $T>0$. Suppose that for each $f \in D_{p}$, there are some constants $a, b, C>0$ such that

$$
\boldsymbol{E}_{\mu}\left[\left.\left|<X_{t}-X_{s}, f\right\rangle\right|^{a}\right] \leq C(t-s)^{1+b} \quad \text { for all } 0 \leq s<t \leq T
$$

Then $X_{t}, 0 \leq t \leq T$ is locally $(b / a-\epsilon)$-Hölder continuous for every $\epsilon \in(0, b / a)$ in the sense of (i) in Theorem 2.

Now fix $\mu \in \bar{M}_{p}^{I}$. Then for each $k \geq 1, T>0$ and $f \in D_{p}$ there is a constant $C_{T}=$ $C_{T}(f)>0$ such that

$$
\begin{equation*}
\boldsymbol{E}_{\mu}\left[\left\langle X_{t}-X_{s}, f\right\rangle^{2 k}\right] \leq C_{T}(t-s)^{k / 2} \tag{2.8}
\end{equation*}
$$

for all $0 \leq s<t \leq T$. In fact, for any fixed $f \in D_{p}$ and $s \geq 0, N_{t}^{s}(f)=M_{t \vee s}(f)$ $-M_{s}(f)$ is a continuous ( $\mathcal{F}_{t}$ )-martingale with quadratic variation $\ll N^{s}(f)>_{t}=\ll$ $M(f)>_{t \vee s}-\ll M(f)>_{s}$. Hence by the martingale moment inequality and Lemma 3 we have

$$
\begin{aligned}
\boldsymbol{E}_{\mu}\left[\left\{M_{t}(f)-M_{s}(f)\right\}^{2 k}\right] & \leq C_{T}^{\prime} \boldsymbol{E}_{\mu}\left[\left\{\ll M(f) \ggg{ }_{t}-\ll M(f) \ggg>s\right\}^{k}\right] \\
& =C_{T}^{\prime} \boldsymbol{E}_{\mu}\left[\left({ }_{s}^{t}\left\langle X_{u}, \Gamma f\right\rangle d u\right)^{k}\right] \\
& \leq C_{T}(t-s)^{k / 2} \quad \text { for } 0 \leq s<t \leq T .
\end{aligned}
$$

Furthermore by $|A f| \leq C g_{p, 0}$ and Remark 4 we have

$$
\boldsymbol{E}_{\mu}\left[\left(\int_{s}^{t}\left\langle X_{u},\right| A f| \rangle d u\right)^{2 k}\right] \leq C_{T}(t-s)^{2 k} \quad \text { for } 0 \leq s<t \leq T .
$$

Therefore inequality (2.8) holds. Moreover if $\mu \in \mathcal{M}_{p}^{I}$, then it can be seen that

$$
\boldsymbol{E}_{\mu}\left[\left\langle X_{t}-X_{s}, f\right\rangle^{2 k}\right] \leq C_{T}(t-s)^{k}
$$

for all $0 \leq s<t \leq T$.
Next we show (iii). Let $\mu \in \bar{M}_{p}^{I}-\mathcal{M}_{p}^{I}$. Since for each $r>0, \boldsymbol{P}_{\mu}\left(X_{r} \in \mathcal{M}_{p}^{I}\right)=1$, it holds that, by (i) in Theorem 2, $X_{t}, t \geq 0$ is locally ( $1 / 2-\epsilon$ )-Hölder continuous for every $\epsilon \in(0,1 / 2)$ under $\boldsymbol{P}_{X_{r}(\omega)}$ for $\boldsymbol{P}_{\mu}$-a.a. $\omega$. Thus letting $r \downarrow 0$, the claim follows.

Finally we prove (iv). It suffices to consider the martingale part $M_{t}(f)=\left\langle X_{t}\right.$,
$f\rangle-\left\langle X_{0}, f\right\rangle-\int_{0}^{t} \mathscr{L}\langle\cdot, f\rangle\left(X_{s}\right) d s$. First let $\mu \in \bar{M}_{p}^{I}$ and fix $f \in D_{p}$ such that $\langle\mu, \Gamma f\rangle$ $>0$. We also fix $f_{0} \in C_{p, 0}$ such that $0 \leq f_{0} \leq \Gamma f$ and $\left\langle\mu, f_{0}\right\rangle>0$. By the continuity of $\left\langle X_{t}, f_{0}\right\rangle$ there exist a.s. positive random variables $C, u$ such that $\ll M(f)>_{t} \geq$ $\int_{0}^{t}\left\langle X_{s}, f_{0}\right\rangle d s \geq C t$ for all $0 \leq t<u, \boldsymbol{P}_{\mu}$-a.s. By the time change for martingale, $M_{t}(f)=B_{《 M(f) \gg t}$ holds a.s., where $B_{t}$ is a standard one-dimensional Brownian motion. Since $B_{t}, t \geq 0$ is nowhere $1 / 2$-Hölder continuous, $\left\langle X_{t}, f\right\rangle$ is not $1 /$ 2-Hölder continuous at $t=0$. Next fix $f \in D_{p}$ such that $K=K_{f} \equiv\{\Gamma f=0\}$ is compact in $H$. We also fix $f_{0} \in C_{p, 0}$ such that $0 \leq f_{0} \leq \Gamma f$ and $f_{0}>0$ on $K^{c}$. Let $\mu$ $\in \bar{M}_{p}^{l}$ such that $\mu(\{x \geq a\})=\infty$ for some $a>0$ if $d=1$, and that $\mu\left(K^{c}\right) \geq 1$ if $d \geq 2$. Then $\left\langle\mu, f_{0}\right\rangle>0$ for every $d \geq 1$, more strongly we have

Lemma 8. Under the above conditions, it holds that

$$
I_{T}\left(f_{0}\right) \equiv \inf _{0 \leq t \leq T}\left\langle X_{t}, f_{0}\right\rangle>0 \quad \boldsymbol{P}_{\mu} \text {-a.s. for each } T>0
$$

Proof. Recall that $X_{t}=X_{t}^{0}+X_{t}^{I}$ and $\boldsymbol{P}_{\mu}=\boldsymbol{P}_{\mu}^{0} \otimes \boldsymbol{P}^{I}($ see $\S 1)$. For $a>0$, set $H_{a}$ $=\left\{x_{d} \geq a\right\}$. Since

$$
\boldsymbol{E}^{I}\left[\exp \left(-X_{t}^{I}\left(H_{a}\right)\right)\right]=\exp \left[\int_{0}^{t}\left\langle\nu_{r}, 1-e^{-1 \mu_{r}}\right\rangle d r\right]
$$

and $\nu_{r}\left(H_{a}\right)=\infty$ if and only if $d \geq 2$ for each $r>0$, it holds that $\boldsymbol{P}^{I}\left(X_{t}^{I}\left(H_{a}\right)=\infty\right)$ $=1$ for every $t>0, a>0$ if $d \geq 2$. Moreover if $\mu \in \overline{\mathcal{M}}_{p}^{I}$ such that $\mu\left(H_{a}\right)=\infty$ for some $a>0$,

$$
\boldsymbol{P}_{\mu}\left(X_{t}(H)=\infty \text { for all } t \geq 0\right)=1
$$

Because for each fixed $T>0, \boldsymbol{P}_{\mu}^{0}\left(X_{T}^{0}(H)=0\right)=\left(\otimes_{k \geq 1} P_{x_{k}}^{0}\right)(\zeta \leq T)=\prod_{k \geq 1} P\left(\left|B_{T}\right| \geq\right.$ $\left.x_{k, d}\right) \leq \prod_{k: x_{k} \geq a} P\left(\left|B_{T}\right| \geq a\right)=0$, where $\left(B_{t}, P\right)$ is a standard one-dimensional Brownian motion and $x_{k, d}$ is $d$-th coordinate of $x_{k}$. By a similar way it can be easily seen that for each integer $n \geq 0, \boldsymbol{P}_{\mu}\left(X_{T}^{0}(H)=n\right)=0$. Thus $\boldsymbol{P}_{\mu}\left(X_{t}(H)=\infty\right.$ for all $t$ $\leq T) \geq \boldsymbol{P}_{\mu}\left(X_{T}^{0}(H)=\infty\right)=1$. Since $T>0$ is arbitrary, the above equation holds. Therefore under the given assumption on $\mu$, we have

$$
\begin{aligned}
& \boldsymbol{P}_{\mu}\left(X_{t}(H)=\infty \text { for all } t>0\right)=\lim _{n \rightarrow \infty} \boldsymbol{P}_{\mu}\left(X_{t}(H)=\infty \text { for all } t \geq 1 / n\right) \\
& =\lim _{n \rightarrow \infty} \boldsymbol{E}_{\mu}\left[\boldsymbol{P}_{X_{1 n}}\left(X_{t}(H)=\infty \text { for all } t \geq 0\right)\right] \\
& =1 \text {. }
\end{aligned}
$$

On the other hand $\boldsymbol{P}_{\mu}\left(X_{t}(K)<\infty\right.$ for all $\left.t \geq 0\right)=1$ by the $\bar{M}_{p}^{I}$-continuity of $X_{t}$. Now if $I_{T}\left(f_{0}\right)=0$, then by the continuity of $\left\langle X_{t}, f_{0}\right\rangle$ and $\left\langle\mu, f_{0}\right\rangle>0$ we can find a number $t \in(0, T]$ such that $\left\langle X_{t}, f_{0}\right\rangle=0$, i.e., $X_{t}(K)=X_{t}(H)$. These facts imply that $\boldsymbol{P}_{\mu}\left(I_{T}\left(f_{0}\right)=0\right)=0$.

Remark 5. When $d=1$, the condition on $\mu$ in Lemma 8 can not be weakened to the same as in $d \geq 2$. For example if $\mu$ is finite or $\mu=\sum_{n \geq 1} \delta_{x_{n}}$ with $x_{n}=n^{p}$ ( $p$ $>1)$, then $\boldsymbol{P}_{\mu}\left(X_{t}(H)=0\right)>0$ for each $t>0$, which implies $\boldsymbol{P}_{\mu}\left(I_{T}\left(f_{0}\right)=0\right)>0$ for every $T>0$.

In virtue of this lemma, we see that $\left\langle X_{t}, f\right\rangle$ is nowhere $1 / 2$-Hölder continuous in $t \in[0, \infty)$.

## Proof of Theorem 3.

We shall prove (i). Suppose that $\mu \in \overline{\mathcal{M}}_{p}^{I}-\mathcal{M}_{p}^{I}$ satisfies the condition (2.1) with $T>0,1 \leq \theta<2$. Then for each $a>0$, there exists a small $0<T^{\prime}<1$ such that

$$
\begin{align*}
& \left\langle\mu, P_{t}^{0} g_{p}\right\rangle \asymp\left\langle\mu, P_{t}^{0} 1_{S_{a}}\right\rangle  \tag{2.9}\\
& \asymp\left\langle\left.\mu\right|_{s_{1}}, P_{t}^{0} 1\right\rangle \\
& \asymp\left\{\begin{array}{lr}
t^{-(\theta-1) / 2} & (1<\theta<2), \\
\log 1 / t & (\theta=1),
\end{array}\right.
\end{align*}
$$

for all $0<t \leq T^{\prime}$. In fact by (2.3) we see that $\sup _{t}\left\langle\left.\mu\right|_{s i}, P_{t}^{0} g_{p}\right\rangle$ and $\sup _{t}\langle\mu$, $\left.P_{t}^{0}\left(g_{p} 1_{s_{a}}\right)\right\rangle$ are finite for each $a>0$. By (2.1),

$$
\begin{aligned}
\left\langle\left.\mu\right|_{s_{1}}, P_{t}^{0} g_{p}\right\rangle & \asymp\left\langle\left.\mu\right|_{s_{1}}, P_{t}^{0} 1\right\rangle \\
& \asymp \int_{s_{1}} \frac{d x}{x_{d}^{\theta}} P_{t}^{0} 1(x) \\
& =\int_{0}^{1} \frac{d x_{d}}{x_{d}^{\theta}} \int_{0}^{x_{d}} \sqrt{\frac{2}{\pi t}} \exp \left[-\frac{y^{2}}{2 t}\right] d y .
\end{aligned}
$$

when $1<\theta<2$, the right hand side is equal to

$$
\begin{aligned}
& \frac{1}{\theta-1} \sqrt{\frac{2}{\pi t}} \int_{0}^{1} d y\left(y^{1-\theta}-1\right) \exp \left[-\frac{y^{2}}{2 t}\right] \asymp \int_{0}^{1 / \sqrt{t}}(\sqrt{t} v)^{1-\theta} \exp \left[-\frac{v^{2}}{2}\right] d v \\
& \asymp t^{-(\theta-1) / 2}
\end{aligned}
$$

When $\theta=1$, the asymptotic $\log (1 / t)$ is similarly obtained. Hence by the same way as in the proof of Theorem 2, we can show the $((3-\theta) / 4-\epsilon)$-Hölder continuity at $t=0$ for every $\epsilon \in(0,(3-\theta) / 4)$.

On the other hand the non-Hölder continuity is proved in the following manner : When $\theta=1$, we've already shown the non $1 / 2$-Hölder continuity. So it is enough to consider the case $1<\theta<2$. Fix $f \in D_{p}$ such that $\Gamma f(\tilde{0}, 0+)>0$ and let $M_{t}=M_{t}(f)$ be the martingale part of $\left\langle X_{t}, f\right\rangle$. By the same way as in the proof of Proposition 1 if $0 \leq s<u$, then for $f_{0}=\Gamma f$, we have

$$
\boldsymbol{E}_{\mu}\left[\left\langle X_{s}, f_{0}\right\rangle\left\langle X_{u}, f_{0}\right\rangle\right]=\boldsymbol{E}_{\mu}\left\langle X_{u}, f_{0}\right\rangle+V(s, u)
$$

with

$$
V(s, u)=\left\langle\mu, P_{s}^{0}\left(f_{0} P_{u-s}^{0} f_{0}\right)-\left(P_{s}^{0} f_{0}\right)\left(P_{u}^{0} f_{0}\right\rangle\right)
$$

$$
+\int_{0}^{s}\left\langle\nu_{r}, f_{0} P_{\psi-s}^{0} f_{0}\right\rangle d r+\boldsymbol{E}_{\mu}\left\langle X_{s}, f_{0}\right\rangle \int_{0}^{u-s}\left\langle\nu_{r}, f_{0}\right\rangle d r .
$$

Hence for all $0 \leq t \leq T$,

$$
\begin{aligned}
\boldsymbol{E}_{\mu}\left[\ll M \gg{ }_{t}^{2}\right]-\left(\boldsymbol{E}_{\mu} \ll M \gg t\right)^{2} & =2 \iint_{0 \leq s<u \leq t} V(s, u) d s d u \\
& \leq C \iint_{0 \leq s<u \leq t}\left\langle\mu, P_{s}^{0}\left(f_{0} P_{u-s}^{0} f_{0}\right)\right\rangle d s d u \\
& \leq C^{\prime} t \int_{0}^{t}\left\langle\mu, P_{s}^{0} \Gamma f\right\rangle d s \\
& =C^{\prime} t \boldsymbol{E}_{\mu} \ll M>_{t},
\end{aligned}
$$

where $C, C^{\prime}$ are constants, independent of $0 \leq t \leq T$. Moreover by (2.9) and $\Gamma f \geq$ $c$ on $S_{a}$ for some constants $a, c>0$, we have

$$
\begin{aligned}
\boldsymbol{E}_{\mu} \ll M \gg t & \asymp \int_{0}^{t}\left\langle\mu, P_{s}^{0} 1_{s_{a}}\right\rangle d s \\
& \asymp t^{(3-\theta) / 2} .
\end{aligned}
$$

Therefore for some $C_{T}>0$,

$$
\boldsymbol{E}_{\mu}\left[\left|\frac{\ll M>_{t}}{\boldsymbol{E}_{\mu} \ll M>_{t}}-1\right|^{2}\right] \leq C_{T} \frac{t}{\boldsymbol{E}_{\mu} \ll M>_{t}} \asymp t^{(\theta-1) / 2} \quad(\rightarrow 0 \text { as } t \downarrow 0)
$$

Thus for a sequence $t_{n}=1 / 2^{n}$, we have

$$
\lim _{n \rightarrow \infty} \frac{\ll M \gg t_{n}}{\boldsymbol{E}_{\mu} \ll M \gg t_{n}}=1 \quad \boldsymbol{P}_{\mu} \text {-a.s. }
$$

Hence it is easily seen that

$$
\liminf _{t \downarrow 0} \frac{\ll M>_{t}}{\boldsymbol{E}_{\mu} \ll M \gg t}>0 \quad \boldsymbol{P}_{\mu} \text {-a.s.. }
$$

Now by

$$
\frac{\left|M_{t}\right|}{t^{(3-\theta) / 4}}=\frac{\left|B_{《 M\rangle_{t}}\right|}{\sqrt{\ll M \gg t}}\left(\frac{\ll M>_{t}}{t^{(3-\theta) / 2}}\right)^{1 / 2}
$$

and the well-known result

$$
\limsup _{t \downarrow 0} \frac{B_{t}}{\sqrt{t}}=\infty \quad \boldsymbol{P}_{\mu} \text {-a.s. }
$$

it holds that

$$
\begin{equation*}
\limsup _{t \leqslant 0} \frac{\left|M_{t}\right|}{t^{(3-\theta) / 4}}=\infty \quad \boldsymbol{P}_{\mu \text {-a.s.. }} \tag{2.10}
\end{equation*}
$$

Hence $M_{t}(f)$ is not $(3-\theta) / 4$-Hölder continuous at $t=0$, so is not $\left\langle X_{t}, f\right\rangle$.
Next we show (ii). Suppose that $\mu \in \bar{M}_{p}^{I}-\mathcal{M}_{p}^{I}$ satisfies the condition (2.2) with
$T>0,1<\theta \leq 2$ and $\eta>0(1<\theta<2)$ or $\eta>1(\theta=2)$. Then for $0<a<1$, there exists $0<T^{\prime}<1$ such that

$$
\begin{align*}
& \left\langle\mu, P_{t}^{0} g_{p}\right\rangle \asymp\left\langle\mu, P_{t}^{0} 1_{s_{a}}\right\rangle  \tag{2.11}\\
& \asymp\left\langle\left.\mu\right|_{S_{a}}, P_{t}^{0} 1\right\rangle \\
& \asymp\left\{\begin{array}{lr}
t^{-(\theta-1) / 2}(\log 1 / t)^{-\eta} & (1<\theta<2, \eta>0), \\
t^{-1 / 2}(\log 1 / t)^{-(\eta-1)} & (\theta=2, \eta>1),
\end{array}\right.
\end{align*}
$$

for all $0<t \leq T^{\prime}$. In fact in this case for a small $0<a<1$,

$$
\left\langle\left.\mu\right|_{S_{a}}, P_{t}^{0} 1\right\rangle \asymp \int_{0}^{a} \frac{d x_{d}}{x_{d}^{\theta}\left(\log 1 / x_{d}\right)^{\eta}} \int_{0}^{x_{d}} \sqrt{\frac{2}{\pi t}} \exp \left[-\frac{y^{2}}{2 t}\right] d y
$$

Let $p=1 /(\theta-1), q=\eta /(\theta-1)$ and set $x=z^{-p}(\log z)^{-p}$. We have $p>1, q>0$ or $p$ $=1<q$ and

$$
\begin{aligned}
d x & =-\frac{p \log z+q}{z^{p+1}(\log z)^{q+1}} d z \\
& \asymp-x^{1+1 / p}(\log 1 / x)^{q / p} d z
\end{aligned}
$$

that is, $x^{-\theta}(\log 1 / x)^{-\eta} d x \asymp-d z$. Hence for some $b>1 ; a=b^{-p}(\log b)^{-q}$,

$$
\left\langle\left.\mu\right|_{S_{a}}, P_{t}^{0} 1\right\rangle \asymp \int_{b}^{\infty} d z \int_{0}^{z^{-p}(\log z)^{-q}} \sqrt{\frac{2}{\pi t}} \exp \left[-\frac{y^{2}}{2 t}\right] d y
$$

If $\sqrt{t}=z^{-p}(\log z)^{-q}$, then $z=h(t) \asymp t^{-1 /(2 p)}(\log 1 / t)^{-q / p}=t^{-(\theta-1) / 2}(\log 1 / t)^{-\eta}$. We divide the integral area of $z$ at $h(t)$. Note that $z \in(b, h(t))$ if and only if $z^{-p}(\log$ $z)^{-q}>\sqrt{t}$. Thus it easy to see that

$$
\frac{1}{\sqrt{t}} \int_{b}^{h(t)} d z \int_{0}^{z-P(\log z)^{-q}} \exp \left[-\frac{y^{2}}{2 t}\right] d y \asymp h(t)
$$

and

$$
\begin{aligned}
\frac{1}{\sqrt{t}} \int_{h(t)}^{\infty} d z \int_{0}^{z^{-p}(\log z)^{-q}} \exp \left[-\frac{y^{2}}{2 t}\right] d y & \asymp \frac{1}{\sqrt{t}} \int_{h(t)}^{\infty} \frac{d z}{z^{p}(\log z)^{q}} \\
& \asymp \frac{1}{\sqrt{t}} \int_{\log h(t)}^{\infty} \frac{1}{v^{q}} e^{-(p-1) v} d v
\end{aligned}
$$

If $p>1, q>0$, i.e., $1<\theta<2, \eta>0$, then the right hand side is equal to or less than

$$
\begin{aligned}
\frac{1}{\sqrt{t}(\log h(t))^{q}} \int_{\log h(t)}^{\infty} e^{-(p-1) v} d v & \asymp t^{-1 / 2}(\log h(t))^{-q} h(t)^{-(p-1)} \\
& \asymp h(t)
\end{aligned}
$$

If $p=1<q$, i.e., $\theta=2, \eta=q>1$, then the right hand side is equal to

$$
\begin{aligned}
\frac{1}{\sqrt{t}} \int_{\log h(t)}^{\infty} \frac{d v}{v^{q}} & \asymp t^{-1 / 2}(\log h(t))^{-(q-1)} \\
& \asymp t^{-1 / 2}(\log 1 / t)^{-(\eta-1)}
\end{aligned}
$$

Therefore (2.11) holds. Now nothing that

$$
\left(t^{(3-\theta) / 2}(\log 1 / t)^{\prime} \asymp t^{-(\theta-1) / 2}(\log 1 / t)^{-\eta}\right.
$$

and

$$
\left(\sqrt{t}(\log 1 / t)^{-(\eta-1)}\right)^{\prime} \asymp t^{-1 / 2}(\log 1 / t)^{-(\eta-1)}
$$

we have the following : For each $0<a<1$, there exists a constant $0<T^{\prime}<1$ such that

$$
\begin{aligned}
\int_{0}^{t}\left\langle\mu, P_{s}^{0} g_{p}\right\rangle d s & \asymp \int_{0}^{t}\left\langle\mu, P_{s}^{0} 1_{s_{a}}\right\rangle d s \\
& \asymp \int_{0}^{t}\left\langle\left.\mu\right|_{s_{a}}, P_{s}^{0} 1\right\rangle d s \\
& \asymp\left\{\begin{array}{lr}
t^{(3-\theta) / 2}(\log 1 / t)^{-\eta} & (1<\theta<2, \eta>0), \\
t^{1 / 2}(\log 1 / t)^{-(\eta-1)} & (\theta=2, \eta>1) .
\end{array}\right.
\end{aligned}
$$

We shall show that for each $f \in D_{p}$,

$$
\begin{equation*}
\limsup _{t+0} \frac{\left|M_{t}(f)\right|}{t^{(3-\theta) / 4}}=0 \tag{2.12}
\end{equation*}
$$

which implies the $(3-\theta) / 4$-Hölder continuity of $X_{t}$ at $t=0$. We first consider the case $1<\theta<2, \eta>0$. For simplicity of notations we set $M_{t}=M_{t}(f), \gamma=(3-\theta) / 4$. Fix an integer $N \geq 1$ such that $N_{\eta}>1$. By a martingale moment inequality we have

$$
\begin{aligned}
\boldsymbol{P}_{\mu}\left(\sup _{s \leq t}\left|M_{s}\right| \geq \epsilon\right) & \leq \frac{C}{\epsilon^{2 N}} \boldsymbol{E}_{\mu}\left[\ll M>_{t}^{N}\right] \\
& \leq \frac{C^{\prime}}{\epsilon^{2 N}} \frac{t^{2 N r}}{(\log 1 / t)^{N \eta}}
\end{aligned}
$$

for all $\epsilon>0$ and small $t>0$, where $C, C^{\prime}$ are independent of $(\epsilon, t)$. For each fixed $k, n \geq 1$, set $t=1 / 2^{n}$ and $\epsilon=t^{r} / k$. Then the right hand side is equal to $C^{\prime} k^{2 N} n^{-N \eta}(\log 2)^{-N \eta}$. This is the general term of a convergent series. Hence by Borel-Cantelli's lemma, for $\boldsymbol{P}_{\mu}$-a.a. $\omega$, it holds that for each $k \geq 1$, there is an integer-valued random variable $N(\omega)$ such that if $n \geq N(\omega)$, then $\sup _{s \leq 2^{-n}}\left|M_{s}(\omega)\right| \leq$ $2^{-n \gamma} k^{-1}$, that is,

$$
\operatorname{Sup}_{s \in\left(2^{-n-1,2-n]}\right.} \frac{\left|M_{s}(\omega)\right|}{s^{\gamma}} \leq \frac{2^{\gamma}}{k} .
$$

Therefore the equation (2.12) follows. The case of $\theta=2, \eta>1$ can be proved by the same way.

We can show the equations in Remark 2 by the same way as the proof of ( 2. 10). These imply the non-Hölder continuity in (ii) of Theorem 3..

Corollary 1 immediately follows from Theorem 1 and Theorem 2.

The proofs are complete.

### 2.4. Further Remarks

In this subsection we give some more properties of $X_{t}^{0}$ and $X_{t}^{I}$. Also we shall prove the unboundedness of $\left\langle X_{t}, g_{p}\right\rangle$.
(a) The results of Theorem 1, Theorem 2 (except the later half in (iv)) and Theorem 3 are also valid for the infinite Markov particle system $X_{t}^{0}$ with no immigration. Of course all terms related to the immigration part are deleted. Moreover if we assume $\mu\left(\left\{x_{d} \geq a\right\}\right)=\infty$ for some $a>0$ and each $d \geq 1$, then the same result as the later half in (iv) of Theorem 2 is also valid, because this guarantee $\boldsymbol{P}_{\mu}^{0}\left(X_{t}^{0}(H)=\infty\right.$ for all $\left.t \geq 0\right)=1$, and hence Lemma 8 holds.
(b) For any (short) time interval, infinitely many particles are born and die, i.e., for all $0 \leq s<t, \boldsymbol{P}^{I}\left(X_{.}^{I}(s \leq \alpha<\beta \leq t)=\infty\right)=1$. In fact, in case of $d=1$. Since

$$
Q_{m}(s \leq \alpha<t)=\int_{0}^{\infty} Q^{0}(s \leq \alpha+u<t) d u=(t-s) Q^{0}(W)=\infty
$$

we see that the number of particles which are born in the time interval [ $s, t$ ) is infinite, i.e., $\left.\boldsymbol{P}^{I} X^{I}(s \leq \alpha<t)=\infty\right)=1$. Moreover

$$
Q_{m}(s \leq \alpha<t<\beta)=\int_{s}^{t} Q^{0}(w(u) \in H) d u=\sqrt{\frac{2}{\pi}}(\sqrt{t}-\sqrt{s})<\infty
$$

implies that the number of particles which are born after time $s$ and survive until time $t$ is finite. Thus our claim follows. In general case ( $d \geq 2$ ), restrict on $\{\mid w(\alpha$ $+) \mid \leq n\}$.

To prove the unboundedness of $\left\langle X_{t}, g_{p}\right\rangle$ mentioned in (ii) of Remark 1, it suffices to show the following result : Let $d=1$.

Theorem 4. For any $T>0, \boldsymbol{P}^{I}\left(X_{t}^{I}((0,1))=\infty\right.$ for some $\left.t \in(0, T)\right)=1$.
Let $W_{0}=W \cap\{\alpha=0\}$ be the totality of excursions in $H=(0, \infty) . X_{t}^{I}((0,1))$ can be expressed as

$$
N_{t}=N^{0}\left(D_{t}\right) \quad \text { with } \quad D_{t}=\left\{(s, w) \in[0, \infty) \times W_{0}: w(t-s) \in(0,1), 0 \leq s<t\right\}
$$

For each fixed $k \geq 1$, we define a smaller process $S_{k, t}$ as follows: Let $a_{k}=1 / 2^{k}, t_{j}^{k}$ $=j / 4^{k}(j=1,2, \cdots)$ and

$$
\xi^{k}=N^{0}\left(V^{k}\right)
$$

with

$$
V^{k}=\left\{(s, w): s \in\left[0, a_{k}^{2}\right), w\left(a_{k}^{2}-s\right), w\left(2 a_{k}^{2}-s\right) \in\left[a_{k}, 2 a_{k}\right),\right.
$$

$$
\left.w\left(3 a_{k}^{2}-s\right)=\Delta, \quad \tau_{2 a_{k}}(w)>\beta(w)\right\}
$$

where $\tau_{a}(w)$ is the passage time to $a>0$ of $w$. For each $j \geq 1$, if $t_{j}^{k} \leq t<t_{j+1}^{k}$, then set

$$
\xi_{t}^{k}=N^{0}\left(V_{j}^{k}\right) \quad \text { with } \quad V_{j}^{k}=\theta_{-t_{t-1}^{k}}^{k}\left(V^{k}\right)
$$

(note that $\xi_{t}^{k}$ is undefined for $0 \leq t<t_{1}^{k}$ ). It holds that $\xi_{t}^{k} \stackrel{(d)}{=} \xi^{k}$. In particular, if we set $\xi_{t_{j}}^{k}=\xi_{t ;}^{k}$, then $\left\{\xi_{t_{j}}^{k}: j=1,2, \cdots, k=1,2, \cdots\right\}$ are independent.

REmark 6. $\quad \xi^{k}$ denotes the number of particles which are born during the time interval $\left[0, a_{k}^{2}\right.$ ), stay in $\left[a_{k}, 2 a_{k}\right.$ ) at time points $a_{k}^{2}, 2 a_{k}^{2}$ and die during the time interval $\left(2 a_{k}^{2}, 3 a_{k}^{3}\right]$, and also which never hit $2 a_{k}$.

Now for each $k \geq 1$, set $S_{k, t}=\sum_{n=k}^{\infty} \xi_{t}^{n}$. Clearly if $t \geq t_{1}^{k}\left(=a_{k}^{2}=1 / 4^{k}\right)$, then $S_{k, t} \leq$ $N_{t}$. Hence to prove Theorem 4 it is enough to show the following proposition :

Proposition 2. For each $k, i \geq 1, \boldsymbol{P}^{I}\left(S_{k, t}=\infty\right.$ for some $\left.t_{1}^{k} \leq t<t_{i+1}^{k}\right)=1$.
Proof. We define a random variable $U_{k}^{*, i}$ for each $k, i \geq 1$ as follows: Set

$$
U_{k}^{1, i}=\max _{1 \leq j \leq i} \xi_{\xi_{j}}^{k}
$$

and

$$
\begin{aligned}
& I_{1}=\left\{j=1,2, \cdots, i: \xi_{t_{j}}^{k}=U_{k}^{1, i}\right\} \\
& \left.J_{1}=4^{k}+\left[4 I_{1}-3\right) \cup\left(4 I_{1}-2\right) \cup\left(4 I_{1}-1\right) \cup 4 I_{1}\right] .
\end{aligned}
$$

Also define

$$
U_{k}^{2, i}=U_{k}^{1, i}+\max _{j \in J_{1}} \xi_{t_{j}}^{k+1}
$$

If we have $I_{n}, J_{n}, U_{k}^{n+1, i}$, then set

$$
\begin{aligned}
& I_{n+1}=\left\{j \in J_{n}: \xi_{t_{j}}^{k+n}=U_{k}^{n+1, i}\right\}, \\
& J_{n+1}=4^{k+n}+\left[\left(4 I_{n+1}-3\right) \cup\left(4 I_{n+1}-2\right) \cup\left(4 I_{n+1}-1\right) \cup 4 I_{n+1}\right]
\end{aligned}
$$

and

$$
U_{k}^{n+2, i}=U_{k}^{n+1, i}+\max _{j \in J_{n+1}} \xi_{t_{j}}^{k+n+1}
$$

So we define

$$
U_{k}^{*, i}=\lim _{n \rightarrow \infty} U_{k}^{n, i} .
$$

We can show the following two claims :
Claim 1. $\lambda_{k} \equiv \boldsymbol{E}^{I} \xi^{k}=C / 2^{k}$ for all $k \geq 1 \quad\left(C=\boldsymbol{E}^{I} \xi^{0}>0\right)$.

Claim 2. For each $k, i \geq 1, \boldsymbol{P}^{I}\left(U_{k}^{*, i}\right)=\infty=1$.

Obviously Claim 2 implies Proposition 2.
Proof of Claim 1. Let $V_{s}^{k}$ denote the $s$-section of $V^{k}$.

$$
\begin{aligned}
& \lambda_{k}=\boldsymbol{E}^{I} N^{0}\left(V^{k}\right)=\int_{0}^{a_{k}^{2}} d s Q^{0}\left(V_{s}^{k}\right) \\
& =\int_{0}^{a_{2}^{2}} d s \int_{a_{k}}^{2 a_{k}} Q^{0}\left(w\left(a_{k}^{2}-s\right) \in d y_{1} ; a_{k}^{2}-s<\tau_{2 a_{k}}\right) \\
& \int_{a_{k}}^{2 a_{k}} P_{y_{1}}^{0}\left(w^{0}\left(a_{k}^{2}\right) \in d y_{2} ; a_{k}^{2}<T_{2 a_{k}}\right) P_{y_{2}}^{0}\left(\zeta \leq a_{k}^{2}, \zeta<T_{2 a_{k}}\right) \\
& =\int_{0}^{p_{i}^{2}} d u \int_{a_{k}}^{2 a_{k}} d y_{1} \lim _{r+0} \int_{0}^{a_{k}} d x \nu_{r}(x) p_{u}^{0,2 a_{k}}\left(x, y_{1}\right) \\
& \int_{a_{k}}^{2 a_{k}} d y_{2} p_{a_{k}^{0}}^{0} 2 a_{n}\left(y_{1}, y_{2}\right) P_{y_{2}}\left(T_{0} \leq a_{k}^{2}, T_{0}<T_{2 a_{k}}\right) \\
& =\int_{a_{k}}^{2 a_{k}} d y_{1} \int_{a_{k}}^{2 a_{k}} d y_{2} p_{a_{k}^{2}}^{0_{k} a_{k}}\left(y_{1}, y_{2}\right) \\
& \int_{0}^{a_{2}^{2}} d u \lim _{r+0} \int_{0}^{a_{k}} d x \nu_{r}(x) p_{u}^{0,2 a_{k}}\left(x, y_{1}\right) P_{y_{2}}\left(T_{0} \leq a_{k}^{2}, T_{0}<T_{2 a_{k}}\right) \\
& =a_{k}^{2} \int_{1}^{2} d z_{1} \int_{1}^{2} d z_{2} p_{a k}^{0_{k}^{2}, a_{n}}\left(a_{k} z_{1}, a_{k} z_{2}\right) \\
& \int_{0}^{a_{k}^{2}} d u \lim _{r=0} \int_{0}^{a_{k}} d x \nu_{r}(x) p_{u}^{0,2 a_{k}}\left(x, a_{k} z_{1}\right) P_{a_{k} z_{2}}\left(T_{0} \leq a_{k,}^{2}, T_{0}<T_{2 a_{k}}\right),
\end{aligned}
$$

where $p_{t}^{0, b}(x, y)$ denotes the transition density for Brownian motion absorbed at 0 and $b>0(x, y>0)$. Note that

$$
\begin{aligned}
p_{t}^{0, b}(x, y)( & \left.=P_{x}^{0}\left(w^{0}(t)=y ; t<T_{b}\right)=P_{x}\left(B_{t}=y ; t<T_{0} \wedge T_{b}\right)\right) \\
& =\sum_{n=-\infty}^{\infty} p_{t}^{0}(x, y+2 n b)
\end{aligned}
$$

and

$$
P_{x}\left(T_{0} \in d t ; T_{0}<T_{b}\right)=\frac{d t}{\sqrt{2 \pi t^{3}}} \sum_{n=-\infty}^{\infty}(x+2 n b) \exp \left[-\frac{(x+2 n b)^{2}}{2 t}\right]
$$

By using the scaling properties; for any $a>0$,

$$
\nu_{a^{2} s}(a y)=\frac{1}{a^{2}} \nu_{s}(y) \quad \text { and } \quad P_{a^{2} v}^{0,2 a}(a y, a z)=\frac{1}{a} p_{v}^{0,2}(y, z),
$$

we can get

$$
\begin{aligned}
\boldsymbol{E}^{I} \xi^{k} & =a_{k} \int_{1}^{2} d z_{1} \int_{1}^{2} d z_{2} p_{1}^{0,2}\left(z_{1}, z_{2}\right) \int_{0}^{1} d v \lim _{s \downarrow 0} \int_{0}^{1} d y \nu_{s}(y) p_{v}^{0,2}\left(y, z_{1}\right) P_{z_{2}}\left(T_{0} \leq 1, T_{0}<T_{2}\right) \\
& =a_{k} \boldsymbol{E}^{I} \xi^{0}
\end{aligned}
$$

Proof of Claim 2. We shall show that for each $k, i \geq 1$ and $m \geq 0, \boldsymbol{P}^{I}\left(U_{k}^{*, i} \leq\right.$
$m)=0$ by mathematical induction.
(1) For each $k, i \geq 1, \boldsymbol{P}^{I}\left(U_{k}^{*, i}=0\right)=0$.

In fact if $U_{k}^{*, i}=0$, then $\xi_{t_{j}}^{k+n}=0$ for all $n \geq 0,4^{n} \leq j<4^{n}(i+1)$. But the sum of these expectations is given as $i\left(\lambda_{k}+4 \lambda_{k+1}+4^{2} \lambda_{k+2}+\cdots\right)$ and this is infinity by Claim 1 . Hence the probability of this event is 0 .
(2) If we assume that $\left.\boldsymbol{P}^{I} U_{k}^{*, i} \leq m-1\right)=0$ for all $k, i \geq 1$, then

$$
\begin{aligned}
P^{I}\left(U_{k}^{*, i} \leq m\right) & =\sum_{m k=0}^{m} \boldsymbol{P}^{I}\left(\xi^{k}=m_{k}\right)^{i} \boldsymbol{P}^{I}\left(U_{k+1}^{* * 4 i} \leq m-m_{k}\right) \\
& +\sum_{j=1}^{i-1}(i)\binom{i}{j} \sum_{m_{k}=1}^{m} \boldsymbol{P}^{I}\left(\xi^{k}=m_{k}\right)^{j} \boldsymbol{P}^{I}\left(\xi^{k} \leq m_{k}-1\right)^{i-j} \boldsymbol{P}^{I}\left(U_{k+1}^{*, 4 j} \leq m-m_{k}\right) \\
& =\boldsymbol{P}^{I}\left(\xi^{k}=0\right)^{i} \boldsymbol{P}^{I}\left(U_{k+1}^{* 4 i} \leq m\right) \\
& =\boldsymbol{P}^{I}\left(\xi^{k}=0\right)^{i} \boldsymbol{P}^{I}\left(\xi^{k+1}=0\right)^{4 i} \boldsymbol{P}^{I}\left(U_{k+4,}^{*+4 i} \leq m\right) \\
& \leq \boldsymbol{P}^{I}\left(\xi^{k}=0\right)^{i} \boldsymbol{P}^{I}\left(\xi^{k+1}=0\right)^{4 i} \cdots \boldsymbol{P}^{I}\left(\xi^{k+n}=0\right)^{4 n_{i}} \rightarrow 0(n \rightarrow \infty)
\end{aligned}
$$

by Claim 1. This implies $\boldsymbol{P}^{I}\left(U_{k}^{*, i} \leq m\right)=0$ for all $k, i \geq 1$.
(3) From the above results (1) and (2) we have Claim 2.

## 3. Asymptotic Behavior of Hitting Rates for Brownian Excursions; Applications to Equilibrium Processes

In this section we consider the Kuznetsov measure $Q_{m}(d w)$ and the canonical process $\{w(t)\}_{t \in R}$ associated with absorbing Brownian motion $\left(w^{0}(t), P_{x}^{0}\right)$ in the half space $H$ and the Lebesgue measure $m(d x)=d x$ on $H$. We give the asymptotic behavior of $Q_{m}\left(0 \leq \sigma_{B}<t\right)$ as $t \rightarrow \infty$ for the hitting time $\sigma_{B}(w)=\inf \{t>0: w(t) \in$ $B\}(=\infty$ if $\{\cdot\}=\emptyset)$ of a compact subset $B$ in $H$. Moreover by applying the result to the equilibrium process with immigration $\left(X_{t}, \boldsymbol{P}\right)$ associated with $\left(w(t), Q_{m}\right)$, we also give limit theorems for it.

### 3.1. Main Results

Let $B$ be a compact subset of $H$ and $\pi_{B}(d x)$ be the capacitary measure of $B$, that is, $\pi_{B}$ is supported by $\partial B$ and satisfies that

$$
P_{x}^{0}\left(T_{B}<\infty\right)=\int g^{0}(x, y) \pi_{B}(d y)
$$

with the potential kernel

$$
g^{0}(x, y)=\int_{0}^{\infty} p_{t}^{0}(x, y) d t
$$

where $p_{t}^{0}(x, y)$ is the transition density of $\left(w^{0}(t), P_{x}^{0}\right)$. The capacity is defined by

$$
C^{0}(B)=\pi_{B}(1)=\int_{\partial B} \pi_{B}(d x)
$$

Moreover if we set $\tau_{B}(w)=\inf \{t \in \boldsymbol{R}: w(t) \in B\}(=\infty$ if $\{\cdot\}=\emptyset)$, then

$$
C^{0}(B)=Q_{m}\left(0<\tau_{B}<1\right)=Q^{0}\left(\tau_{B}<\infty\right)=Q^{0}\left(\sigma_{B}<\infty\right)
$$

(see §3.3).
We shall use a symbol $Q^{0}[\cdot]$ as the integral by the measure $Q^{0}$.
Our main result is the following :
Theorem 5. Let $B$ be a compact subset of $H$ with a positive capacity. Then it holds that

$$
Q_{m}\left(0 \leq \sigma_{B}<t\right)=t C^{0}(B)+f(t)
$$

with

$$
f(t)=\left\{\begin{array}{lc}
\sqrt{\frac{2 t}{\pi}}-\frac{2}{3} b+c+o(1) & \text { if } d=1 \\
\log t \Phi(B)+o(\log t) & \text { if } d=2 \\
O(1) & \text { if } d \geq 3
\end{array}\right.
$$

as $t \rightarrow \infty$, where

$$
b=\inf \{x: x \in B\} \quad \text { and } \quad c=\sup \{x: x \in B\} \quad \text { if } d=1
$$

and

$$
\Phi(B)=\frac{1}{\pi} \int_{\partial B} x_{2} \pi_{B}(d x) Q^{0}\left[w^{(2)}\left(\sigma_{B}\right)<\infty\right]=\frac{1}{\pi}\left(\int_{\partial B} x_{2} \pi_{B}(d x)\right)^{2}
$$

with $w=\left(w^{(1)}, w^{(2)}\right)$ if $d=2$.
Remark 7. If $d=1$, then $g^{0}(x, y)=2(x \wedge y), \pi_{B}(d x)=\delta_{b}(d x) /(2 b)$ and $C^{0}(B)$ $=1 /(2 b)$.

Let $\left(\left\{X_{t}\right\}_{t \in \boldsymbol{R}}, \boldsymbol{P}\right)$ be the equilibrium process associated with $\left(w(t), Q_{m}\right)$. Set $N_{t}^{B}=\left\{w \in W: 0 \leq \sigma_{B}(w)<t\right\}$. Then $X\left(N_{t}^{B}\right)$ is the number of particles hitting $B$ during time interval $[0, t)$. Now we have the following result :

Theorem 6. Let $B$ be a compact subset of $H$ with a positive capacity. Then

$$
\frac{X\left(N_{t}^{B}\right)}{t} \rightarrow C^{0}(B) \quad \boldsymbol{P} \text {-a.s. and in } L^{1}(\boldsymbol{P})
$$

as $t \rightarrow \infty$. Moreover

$$
\frac{X\left(N_{t}^{B}\right)-t C^{0}(B)}{\sqrt{t}} \rightarrow \begin{cases}\left.N \sqrt{2 / \pi}, C^{0}(B)\right) & \text { if } d=1 \\ N\left(0, C^{0}(B)\right) & \text { if } d \geq 2\end{cases}
$$

in law as $t \rightarrow \infty$.

### 3.2. Kuznetsov Measures and Capacity Theory

In this subsection we consider the asymptotic of $Q_{m}\left(0 \leq \tau_{B}<t\right)$ in more general situation and give the first term of the asymptotic.

The situation is the same as in $\S 2.2$. That is, $S$ is a Lusin space, $S_{\Delta} \equiv S \cup\{\Delta\}(\Delta$ $\notin S),\left(W^{0}, \mathscr{F}^{0}, \mathcal{F}, w^{0}(t), P_{x}^{0}\right), t \geq 0, x \in S$, is a Borel right process with transition semi-group $\left(P_{t}^{0}\right)_{t \geq 0}$ and let $W$ be the set of all maps $w: \boldsymbol{R} \rightarrow S_{\Delta}$ such that $w$ is $S$-valued right continuous on some $(\alpha(w), \beta(w))$ and $w(t)=\Delta$ for $t \notin(\alpha(w)$, $\beta(w))$.

We fix $m \in \boldsymbol{E x c}$. It is decomposed uniquely as $m=m_{i}+m_{p} \in \boldsymbol{I n} \boldsymbol{v} \oplus \boldsymbol{P} \boldsymbol{u r}$. Moreover there exists a unique entrance law $\nu=\left(\nu_{t}\right)_{t>0}$ such that

$$
m_{p}=\int_{0}^{\infty} \nu_{t} d t
$$

Then there are Kuznetsov measures

$$
Q_{m}, Q_{m_{i}}, Q_{m_{p}} \text { and } \quad Q^{0}=Q_{\nu} \quad \text { on } W,
$$

which satisfy that

$$
Q_{m}=Q_{m_{i}}+Q_{m_{p}}, \quad \text { and } \quad Q_{m_{p}}=\int_{R} \theta_{-s}\left(Q^{0}\right) d s=\int_{R} \theta_{s}\left(Q^{0}\right) d s
$$

Note that $Q_{m i}$ is supported on $\{\alpha=-\infty\}$ and $Q^{0}$ is supported on $\{\alpha=0\}$.
Let $B$ be a Borel subset in $S$. Recall that $\tau_{B}(w)=\inf \{t \in \boldsymbol{R}: w(t) \in B\}$ and note that $\tau_{B} \circ \theta_{s}=\tau_{B}-s$ for all $s \in \boldsymbol{R}$. According to [7] $B$ is co-transient if $Q_{m}\left(\tau_{B}\right.$ $=-\infty)=0$, and for such $B$ we define the following co-capacities :

$$
\begin{aligned}
\widehat{C}(B) & =Q_{m}\left(0<\tau_{B}<1\right), \\
\widehat{C}^{i}(B) & =Q_{m_{i}}\left(0<\tau_{B}<1\right), \\
\widehat{C}^{p}(B) & =Q_{m_{p}}\left(0<\tau_{B}<1\right) .
\end{aligned}
$$

Then

$$
\widehat{C}(B)=\widehat{C}^{i}(B)+\widehat{C}^{p}(B) \quad \text { and } \quad \widehat{C}^{p}(B)=Q^{0}\left(\tau_{B}<\infty\right)
$$

The last equation is due to

$$
\begin{aligned}
Q_{m_{p}}\left(0<\tau_{B}<t\right) & =\int_{R} d s \int_{s}^{s+t} Q^{0}\left(\tau_{B} \in d u\right) \\
& =\int_{R} Q^{0}\left(\tau_{B} \in d u\right) \int_{u-t}^{u} d s
\end{aligned}
$$

$$
=t Q^{0}\left(\tau_{B}<\infty\right)
$$

Now recall $\sigma_{B}(w)=\inf \{t>0: w(t) \in B\}$ and note that under $Q^{0}, \tau_{B}=\sigma_{B}$ and $\tau_{B} \circ \theta_{-s}=\sigma_{B} \circ \theta_{-s}=\sigma_{B}+s$ for $s \geq 0$, but in general $\tau_{B} \circ \theta_{s} \neq \sigma_{B} \circ \theta_{s}$ for $s>0$. We have the following result:

Theorem 7. If $B$ is a co-transient set with a positive and finite co-capacity, then

$$
Q_{m}\left(0 \leq \sigma_{B}<t\right)=t \widehat{C}(B)+o(t) \quad \text { as } t \rightarrow \infty .
$$

Proof. One can easily see that

$$
\begin{gathered}
Q_{m}\left(0 \leq \sigma_{B}<t\right)=Q_{m_{i}}\left(0 \leq \sigma_{B}<t\right)+Q_{m_{p}}\left(0 \leq \sigma_{B}<t\right), \\
Q_{m_{i}}\left(0 \leq \sigma_{B}<t\right)=P_{m_{i}}^{0}\left(T_{B}<t\right)
\end{gathered}
$$

and

$$
\begin{aligned}
Q_{m_{\rho}}\left(0 \leq \sigma_{B}<t\right) & =\int_{0}^{\infty} Q^{0}\left(0 \leq \sigma_{B} \circ \theta_{s}<t\right) d s+\int_{0}^{t} Q^{0}\left(-s \leq \sigma_{B}<t-s\right) d s \\
& =\int_{0}^{\infty} d s \int_{s} \nu_{s}(d x) P_{x}^{0}\left(\sigma_{B}<t\right)+\int_{0}^{t} Q^{0}\left(\sigma_{B}<t-s\right) d s \\
& =P_{m_{p}}^{0}\left(T_{B}<t\right)+\int_{0}^{t} Q^{0}\left(\sigma_{B}<s\right) d s .
\end{aligned}
$$

That is,

$$
\begin{equation*}
Q_{m}\left(0 \leq \sigma_{B}<t\right)=P_{m}^{0}\left(T_{B}<t\right)+\int_{0}^{t} Q^{0}\left(\sigma_{B}<s\right) d s \tag{3.1}
\end{equation*}
$$

By Spitzer's formula ([7])

$$
\lim _{t \rightarrow \infty} \frac{1}{t} P_{m}^{0}\left(T_{B}<t\right)=\widehat{C}^{i}(B)
$$

and clearly

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} Q^{0}\left(\sigma_{B}<s\right) d s=Q^{0}\left(\sigma_{B}<\infty\right)=Q^{0}\left(\tau_{B}<\infty\right)=\widehat{C}^{p}(B)
$$

Therefore our claim follows.
Remark 8. According to [7] the capacity of $B$ is defined by $C(B)=Q_{m}(0<$ $\left.\lambda_{B}<1\right)$, where $\lambda_{B}=\sup \{t \in \boldsymbol{R}: w(t) \in B\}(=-\infty$ if $\{\cdot\}=\emptyset)$ is the last exit time of $B$ for $w(t)$. For a Borel set $B$ in $S, B$ is transient if $Q_{m}\left(\lambda_{B}=\infty\right)=0$. If $B$ is both transient and co-transient, then $C(B)=\widehat{C}(B)$. Let $L_{B}\left(w^{0}\right)=\sup \left\{t>0: w^{0}(t) \in\right.$ $B\}(=0$ if $\{\cdot\}=\emptyset)$ be the last exit time for $w^{0}$. B is strongly transient if $P_{m}^{0}\left(L_{B} \geq\right.$ $\zeta)=0$, where $\zeta\left(w^{0}\right)$ is the life time of $w^{0}$. If $\left(w^{0}, P_{x}^{0}\right)$ and $\left(\widehat{w}^{0}, \widehat{P}_{x}^{0}\right)$ are transient
standard processes in weak duality relative to an excessive measure $m$ and if $B$ is strongly transient with finite capacity, then there is a measure
$\pi_{B}(d x)=\lim _{t>0} \frac{1}{t} P_{x}^{0}\left(0<L_{B} \leq t\right) m(d x)=\lim _{t \not 0} \frac{1}{t} P_{x}^{0}\left(T_{B} \leq t, T_{B} \circ \theta_{t}=\infty\right) m(d x) \quad$ on $S$
such that $P_{x}^{0}\left(T_{B}<\infty\right) m(d x)=\int \hat{G}^{0}(y, d x) \pi_{B}(d y)$, where $\hat{G}^{0}(y, d x)=\int_{0}^{\infty} d t \hat{P}_{t}^{0}(y$, $d x$ ) [4]. Moreover $Q_{m}\left(\lambda_{B} \in d t, w\left(\lambda_{B}-\right) \in d y\right)=d t \pi_{B}(d y)$ and hence $Q_{m}\left(0<\lambda_{B}<1\right)$ $=\pi_{B}(1)$. If $B$ is strongly co-transient then $Q_{m}\left(\tau_{B} \in d t, w\left(\tau_{B}\right) \in d y\right)=d t \bar{\pi}_{B}(d y)$ and $Q_{m}\left(0<\tau_{B}<1\right)=\widehat{\pi}_{B}(1)$ hold [6].

### 3.3. Proof of Main Results

Recall that $H=\left\{x_{d}>0\right\}, m(d x)=d x$ on $H,\left(w^{0}(t), P_{x}^{0}\right)$ is absorbing Brownian motion in $H,\left(P_{t}^{0}\right)_{t \geq 0}$ is its transition semi-group. $Q^{0}$ is a Brownian excursion law, $Q_{m}$ is a Kuznetsov measure associated with $\left(w^{0}(t), P_{x}^{0}, m\right)$, and $\nu_{r}(d x)=\nu_{r}\left(x_{d}\right) d x$ with

$$
\nu_{r}(u)=\frac{u}{\sqrt{2 \pi r^{3}}} \exp \left[-\frac{u^{2}}{2 r}\right]
$$

for $r>0, u>0$. Here we give some useful results for the entrance law :

$$
\lim _{r i 0} \int_{\epsilon}^{\infty} \nu_{r}\left(d x_{d}\right)=0, \quad 2 \lim _{r \geq 0} \int_{0}^{\epsilon} x_{d}^{n} \nu_{r}\left(d x_{d}\right)= \begin{cases}1 & \text { if } n=1, \\ 0 & \text { if } n \geq 2\end{cases}
$$

for all $\epsilon>0$, and

$$
\int_{H} \nu_{r}(d x) p_{t}^{0}(x, y)=\int_{0}^{\infty} \nu_{r}\left(d x_{d}\right) p_{t}^{0}\left(x_{d}, y_{d}\right)=\nu_{r+t}\left(y_{d}\right),
$$

where $\nu_{r}\left(d x_{d}\right)=\nu_{r}\left(x_{d}\right) d x_{d}$ on $(0, \infty)$.
Note that the facts in Remark 8 and that $w^{0}$ is symmetric relative to $m$, i.e., $w^{0}$ $=\widehat{w}^{0}$. For each compact subset $B$ of $H$, it is strongly transient, it holds that

$$
C^{0}(B)=\pi_{B}(1)=Q_{m}\left(0<\tau_{B}<1\right)=Q^{0}\left(\tau_{B}<\infty\right)=Q^{0}\left(\sigma_{B}<\infty\right)
$$

and this is finite (cf. Theorem 6.5.3 in [14]). We can show $\pi_{B}(1)=Q^{0}\left(\sigma_{B}<\infty\right)$ directly. In fact, since $\int_{H} p_{t}^{0}(x, y) \nu_{r}(d x)=\nu_{r+t}\left(y_{d}\right)$ and $\int_{0}^{\infty} \nu_{r}\left(y_{d}\right) d r=1$, we have $Q^{0}\left(\sigma_{B}<\infty\right)=\lim _{r+0} \int_{H} \nu_{r}(d x) P_{x}^{0}\left(T_{B}<\infty\right)=\lim _{r \downarrow 0} \int_{\partial B} \pi_{B}(d y) \int_{H} g^{0}(x, \quad y) \nu_{r}(d x)=$ $\pi_{B}(1)$. Moreover we see that

$$
\begin{aligned}
\pi_{B}(d y) & =\widehat{\pi}_{B}(d y)=Q_{m}\left[w\left(\tau_{B}\right) \in d y: 0<\tau_{B}<1\right] \\
& =\int_{0}^{\infty} Q^{0}\left[w\left(\tau_{B}\right) \in d y: s<\tau_{B}<s+1\right] d s+\int_{0}^{1} Q^{0}\left[w\left(\tau_{B}\right) \in d y: \tau_{B}<1-s\right] d s
\end{aligned}
$$

$$
=Q^{0}\left[w\left(\tau_{B}\right) \in d y: \tau_{B}<\infty\right] .
$$

By a simple computation one can get

$$
\int_{0}^{t} Q^{0}\left(\sigma_{B}<s\right) d s=t Q^{0}\left(\sigma_{B}<\infty\right)-Q^{0}\left[\sigma_{B} \wedge t: \sigma_{B}<\infty\right] .
$$

Thus by the equation (3.1), nothing that $m \in \boldsymbol{P u r}$, we have

$$
\begin{equation*}
Q_{m}\left(0 \leq \sigma_{B}<t\right)=t C^{0}(B)+P_{m}^{0}\left(T_{B}<t\right)-Q^{0}\left[\sigma_{B} \wedge t: \sigma_{B}<\infty\right] . \tag{3.2}
\end{equation*}
$$

Now Theorem 5 can be proved as follows: First we consider the onedimensional case. In this case our claim is immediately obtained by the following proposition :

Proposition 3. Let $d=1$ and $B$ be a non-empty compact subset of $H=$ $(0, \infty)$. Set $b=\inf B$ and $c=\sup B$. Then

$$
P_{m}^{0}\left(T_{B}<t\right)=\sqrt{\frac{2 t}{\pi}}-\frac{b}{2}+c+o(1)
$$

as $t \rightarrow \infty$, and

$$
Q^{0}\left[\sigma_{B}: \sigma_{B}<\infty\right]=\frac{b}{6} .
$$

Proof. It is easy to see that

$$
\int_{0}^{\infty} P_{x}^{0}\left(T_{B}<t\right) d x=\int_{0}^{b} P_{x}^{0}\left(T_{b}<t\right) d x+\int_{b}^{c} P_{x}^{0}\left(T_{B}<t\right) d x+\int_{c}^{\infty} P_{x}^{0}\left(T_{c}<t\right) d x .
$$

When $t \rightarrow \infty$, the first term of the right hand side goes to

$$
\int_{0}^{b} P_{x}^{0}\left(T_{b}<\infty\right) d x=\int_{0}^{b} \frac{x}{b} d x=\frac{b}{2}
$$

and the second term goes to

$$
\int_{b}^{c} P_{x}^{0}\left(T_{B}<\infty\right) d x=c-b .
$$

The last term is equal to

$$
\int_{0}^{\infty} P_{x}\left(T_{0}<t\right) d x=\int_{0}^{\infty} 2 P_{0}\left(B_{t}>x\right) d x=\sqrt{\frac{2 t}{\pi}},
$$

where $\left(B_{t}, P_{x}\right)$ is Brownian motion in $\boldsymbol{R}$. Hence the first claim follows. To prove the second claim we need some well-known results (cf. [9]). If $0 \leq x \leq b$, then

$$
E_{x}^{0}\left[e^{-\lambda T_{b}}: T_{b}<\infty\right]=E_{x}\left[e^{-\lambda T_{b}}: T_{b}<T_{0}\right]=\frac{\sinh (x \sqrt{2 \lambda})}{\sinh (b \sqrt{2 \lambda})}
$$

and

$$
P_{x}^{0}\left(T_{b}<\infty\right)=P_{x}\left(T_{b}<T_{0}\right)=x / b
$$

Thus for all $0<\epsilon \leq b$ it holds that

$$
\begin{aligned}
\lim _{u \downarrow 0} \int_{0}^{\epsilon} \nu_{u}(d x) E_{x}^{0}\left[e^{-\lambda T_{b}}: T_{b}<\infty\right] & =\frac{\sqrt{\lambda}}{\sqrt{2} \sinh (b \sqrt{2 \lambda})} \\
& =\left(b \int_{-1}^{1} e^{b \sqrt{2 \lambda} v} d v\right)^{-1}
\end{aligned}
$$

and

$$
\lim _{u \neq 0} \int_{0}^{\epsilon} \nu_{u}(d x) P_{x}^{0}\left(T_{b}<\infty\right)=1 /(2 b)
$$

Now since $\lambda^{-1}\left(1-e^{-\lambda \sigma_{B}}\right)=\lambda^{-2} \int_{0}^{\sigma_{B}} e^{-\lambda u} d v \nearrow \sigma_{B}$ as $\lambda \downarrow 0$ we have

$$
\begin{aligned}
Q^{0}\left[\sigma_{B}: \sigma_{B}<\infty\right] & =\lim _{\lambda \downarrow 0} \frac{1}{\lambda} Q^{0}\left[1-e^{-\lambda \sigma_{B}}: \sigma_{B}<\infty\right] \\
& =\lim _{\lambda \downarrow 0} \frac{1}{\lambda} \lim _{u \leqslant 0} \int_{0}^{b} \nu_{u}(d x) E_{x}^{0}\left[1-e^{-\lambda T_{b}}: T_{b}<\infty\right] \\
& =\lim _{\lambda+0} \frac{1}{\lambda}\left\{\frac{1}{2 b}-\left(b \int_{-1}^{1} e^{b \sqrt{2 \lambda} v} d v\right)^{-1}\right\} \\
& =\frac{b}{6} .
\end{aligned}
$$

Therefore our claim follows.
We proceed with the proof of Theorem 5 in the higher dimensional case ( $d \geq$ 2). In this case we use a technique which is a kind of approximation by the capacitary measure. We further decompose the equation (3.2) to

$$
\begin{aligned}
& Q_{m}\left(0 \leq \sigma_{B}<t\right)-t C^{0}(B) \\
& \quad=P_{m}^{0}\left(T_{B}<t\right)-t Q^{0}\left(t \leq \sigma_{B}<\infty\right)-Q^{0}\left[\sigma_{B}: \sigma_{B}<t\right] .
\end{aligned}
$$

## Moreover

$$
\begin{gathered}
P_{m}^{0}\left(T_{B}<t\right)=\int_{H} d x \int_{\partial B} \pi_{B}(d y) \int_{0}^{t} p_{s}^{0}(x, y) d s+P_{m}^{0}\left(T_{B}<t, T_{B} \circ \theta_{t}<\infty\right), \\
Q^{0}\left(t \leq \sigma_{B}<\infty\right)=Q^{0}\left(\sigma_{B} \circ \theta_{t}<\infty\right)-Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)
\end{gathered}
$$

and

$$
Q^{0}\left[\sigma_{B}: \sigma_{B}<t\right]=\lim _{u \not 0} \int_{H} \nu_{u}(d x) \int_{\partial B} \pi_{B}(d y) \int_{0}^{t} s p_{s}^{0}(x, y) d s+g(t)
$$

with

$$
g(t)=Q^{0}\left[\sigma_{B}: \sigma_{B}<t\right]-\lim _{u \downarrow 0} \int_{H} \nu_{u}(d x) \int_{\partial B} \pi_{B}(d y) \int_{0}^{t} s p_{s}^{0}(x, y) d s .
$$

The second equality is shown as follows :

$$
\begin{aligned}
P_{m}^{0} & \left(T_{B}<t\right)-\int_{H} d x \int_{\partial B} \pi_{B}(d y) \int_{0}^{t} p_{s}^{0}(x, y) d s \\
& =\int_{H} d x\left\{P_{x}^{0}\left(T_{B}<t\right)-\int_{\partial B} \pi_{B}(d y) \int_{0}^{t} p_{s}^{0}(x, y) d s\right\} \\
& =\int_{H} d x\left\{\int_{\partial B} \pi_{B}(d y) \int_{t}^{\infty} p_{s}^{0}(x, y) d s-P_{x}^{0}\left(t \leq T_{B}<\infty\right)\right\} \\
& =\int_{H} d x\left\{P_{x}^{0}\left(T_{B} \circ \theta_{t}<\infty\right)-P_{x}^{0}\left(t \leq T_{B}<\infty\right)\right\} \\
& =P_{m}^{0}\left(T_{B}<t, T_{B} \circ \theta_{t}<\infty\right) .
\end{aligned}
$$

Furthermore we see that

$$
\begin{aligned}
\int_{H} d x \int_{\partial B} \pi_{B}(d y) \int_{0}^{t} p_{s}^{0}(x, y) d s \\
=\int_{\partial B} \pi_{B}(d y) \int_{0}^{t} d s \int_{0}^{\infty} d r \int_{H} \nu_{r}(d x) p_{s}^{0}(x, y) \\
=\int_{\partial B} \pi_{B}(d y) \int_{0}^{t} d s \int_{s}^{\infty} \nu_{u}\left(y_{d}\right) d u \\
=\int_{\partial B} \pi_{B}(d y)\left\{t \int_{t}^{\infty} \nu_{u}\left(y_{d}\right) d u+\int_{0}^{t} u \nu_{u}\left(y_{d}\right) d u\right\}, \\
\begin{aligned}
Q^{0}\left(\sigma_{B} \circ\right. & \left.\theta_{t}<\infty\right) \\
& =\int_{H} \nu_{t}(d x) P_{x}^{0}\left(T_{B}<\infty\right) \\
& =\int_{H} \nu_{t}(d x) \int_{\partial B} \pi_{B}(d y) \int_{0}^{\infty} p_{s}^{0}(x, y) d s \\
& =\int_{\partial B} \pi_{B}(d y) \int_{0}^{\infty} d s \int_{0}^{\infty} \nu_{t}\left(d x_{d}\right) p_{s}^{0}\left(x_{d}, y_{d}\right) \\
& =\int_{\partial B} \pi_{B}(d y) \int_{t}^{\infty} \nu_{u}\left(y_{d}\right) d u \\
( & \left.=\sqrt{\frac{2}{\pi t}} \int_{\partial B} y_{d} \pi_{B}(d y)+O\left(\frac{1}{\sqrt{t^{3}}}\right)\right)
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
& \lim _{u \downarrow 0} \int_{H} \nu_{u}(d x) \int_{\partial B} \pi_{B}(d y) \int_{0}^{t} s p_{s}^{0}(x, y) d s \\
& \quad=\int_{\partial B} \pi_{B}(d y) \int_{0}^{t} s \nu_{s}\left(y_{d}\right) d s \\
& \left(=\sqrt{\frac{2 t}{\pi}} \int_{\partial B} y_{d} \pi_{B}(d y)-\int_{\partial B} y_{d}^{2} \pi_{B}(d y)+o(1)\right)
\end{aligned}
$$

Therefore we have

$$
\begin{aligned}
& Q_{m}\left(0 \leq \sigma_{B}<t\right)-t C^{0}(B) \\
& \quad=P_{m}^{0}\left(T_{B}<t, T_{B^{\circ}} \theta_{t}<\infty\right)+t Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)-g(t) .
\end{aligned}
$$

Now we can prove that

$$
\begin{gather*}
P_{m}^{0}\left(T_{B}<t, T_{B} \circ \theta_{t}<\infty\right)=o(1)  \tag{3.3}\\
t Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)= \begin{cases}\Phi(B)+o(1) & \text { if } d=2 \\
O(1 / \sqrt{t}) & \text { if } d \geq 3\end{cases} \tag{3.4}
\end{gather*}
$$

and

$$
g(t)=\left\{\begin{array}{lr}
-\log t \Phi(B)+o(\log t) & \text { if } d=2  \tag{3.5}\\
O(1) & \text { if } d \geq 3
\end{array}\right.
$$

as $t \rightarrow \infty$. Hence our claim follows.
To prove the above equations (3.3), (3.4) and (3.5) we need several lemmas.
Lemma 9. For each $h>0, C_{h} \equiv \int_{H} y_{d} P_{y}^{0}\left(T_{B}<h\right) d y$ is finite and it holds that

$$
P_{m}^{0}\left(t \leq T_{B}<t+h\right) \leq C_{h} \sqrt{\frac{2}{\pi t}}, \quad Q^{0}\left(t \leq \sigma_{B}<t+h\right) \leq C_{h} \frac{1}{\sqrt{2 \pi t^{3}}}
$$

for all $t>0$.
Proof. Since $w^{0}(t)$ is bounded on a finite time interval, for each $t>0$, there is a bounded set $K_{t}$ in $H$ such that for all $x \in B, P_{x}^{0}\left(w^{0}(s) \in K_{t}\right.$ for all $\left.s \in[0, t]\right)$ $>1 / 2$. Hence for each $x \in H, P_{x}^{0}\left(w^{0}(t) \in K_{t}\right) \geq P_{x}^{0}\left(w^{0}(t) \in K_{t}, T_{B}<t\right) \geq E_{x}^{0}\left[P_{w_{0}^{0}\left(T_{B}\right)}^{0}\right.$ $\left.\left.\left(w^{0}(t-s) \in K_{t}\right)\right|_{s=T_{B}}: T_{B}<t\right] \geq P_{x}^{0}\left(T_{B}<t\right) / 2$, that is, $P_{x}^{0}\left(T_{B}<t\right) \leq 2 P_{x}^{0}\left(w^{0}(t) \in K_{t}\right)$. Therefore

$$
\begin{aligned}
C_{h} & \leq 2 \int_{H} x_{d} P_{x}^{0}\left(w^{0}(h) \in K_{h}\right) d x \\
& =2 \int_{H} d x x_{d} \int_{K_{h}} p_{h}^{0}(x, y) d y \\
& =2 \int_{K_{h}} d y \int_{0}^{\infty} x_{d} 力_{h}^{0}\left(x_{d}, y_{d}\right) d x_{d} \\
& =2 \int_{K_{h}} y_{d} d y<\infty
\end{aligned}
$$

and

$$
\begin{aligned}
P_{m}^{0}\left(t \leq T_{B}<t+h\right) & \leq \int_{H} P_{x}^{0}\left(T_{B}^{\circ} \theta_{t}<h\right) d x \\
& =\int_{H} d x \int_{H} d y p_{t}^{0}(x, y) P_{y}^{0}\left(T_{B}<h\right) \\
& =\int_{H} d y P_{y}^{0}\left(T_{B}<h\right) \int_{0}^{\infty} d x_{d} p_{t}^{0}\left(x_{d}, y_{d}\right) \\
& =\int_{H} d y P_{y}^{0}\left(T_{B}<h\right) \int_{-y_{d}}^{y_{d}} \frac{1}{\sqrt{2 \pi t}} \exp \left[-\frac{z^{2}}{2 t}\right] d z
\end{aligned}
$$

$$
\leq \sqrt{\frac{2}{\pi t}} \int_{H} y_{d} P_{y}^{0}\left(T_{B}<h\right) d y
$$

On the other hand

$$
\begin{aligned}
Q^{0}\left(t \leq \sigma_{B}<t+h\right) & \leq Q^{0}\left(\sigma_{B} \circ \theta_{t}<h\right) \\
& =\int_{H} \nu_{t}(d x) P_{x}^{0}\left(T_{B}<h\right) \\
& \leq \frac{1}{\sqrt{2 \pi t^{3}}} \int_{H} x_{d} P_{x}^{0}\left(T_{B}<h\right) d x
\end{aligned}
$$

REMARK 9. From this lemma we see that $P_{m}^{0}\left(T_{B}<t\right)=O(\sqrt{t})$ as $t \rightarrow \infty$.

## Lemma 10.

$$
\int_{t}^{\infty} p_{s}^{0}(x, y) d s \begin{cases}\leq \frac{4 x_{d} y_{d}}{(2 \pi)^{d / 2} d t^{d / 2}} & \text { for all } t>0 \\ =\frac{4 x_{d} y_{d}}{(2 \pi)^{d / 2} d t^{d / 2}}+O\left(\frac{1}{t^{d / 2+1}}\right) & \text { as } t \rightarrow \infty\end{cases}
$$

where the $O\left(t^{-d / 2-1}\right)$-constant is bounded whenever $(x, y)$ is bounded.
Proof. Since

$$
\int_{t}^{\infty} p_{s}^{0}(x, y) d s=\int_{t}^{\infty} d s(2 \pi s)^{-d / 2} \exp \left[-\frac{|\tilde{x}-\tilde{y}|^{2}}{2 s}\right] \int_{\left(x_{d}-y_{d}\right)^{2} /(2 s)}^{\left(x_{d}+y_{d}\right)^{2} /(2 s)} e^{-z} d z
$$

where $\tilde{x}=\left(x_{1}, \cdots, x_{d-1}\right) \in \boldsymbol{R}^{d-1}$, our first claim immediately follows. Moreover by using Taylor's formula

$$
\exp \left[-\frac{|\tilde{x}-\tilde{y}|^{2}}{2 s}-z\right]=1-\left(\frac{|\tilde{x}-\tilde{y}|^{2}}{2 s}+z\right) e^{-\theta}
$$

where $\theta>0$ depends on $(s, z, x, y)$, we see that

$$
\begin{aligned}
0 & \leq \frac{4 x_{d} y_{d}}{(2 \pi)^{d / 2} d t^{d / 2}}-\int_{t}^{\infty} p_{s}^{0}(x, y) d s \\
& \leq \int_{t}^{\infty} d s(2 \pi s)^{-d / 2} \int_{\left(x_{d}-y_{d}\right)^{2} /(2 s)}^{\left(x_{d}+y_{d}\right)^{2} /(2 s)}\left(\frac{|\tilde{x}-\tilde{y}|^{2}}{2 s}+z\right) d z \\
& =t^{-d / 2-1} \frac{2 x_{d} y_{d}}{(2 \pi)^{d / 2}(d+2)}\left(|x-y|^{2}+2 x_{d} y_{d}\right)
\end{aligned}
$$

Using these lemmas we can prove the following :

Lemma 11. Let $d \geq 2$.

$$
P_{m}^{0}\left(T_{B}<t, T_{B} \circ \theta_{t}<\infty\right)= \begin{cases}O\left(\frac{\log t}{\sqrt{t}}\right) & \text { if } d=2 \\ O(1 / \sqrt{t}) & \text { if } d \geq 3\end{cases}
$$

and

$$
Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)= \begin{cases}\Phi(B) / t+o(1 / t) & \text { if } d=2 \\ O\left(1 / \sqrt{t^{3}}\right) & \text { if } d \geq 3\end{cases}
$$

as $t \rightarrow \infty$.
Proof. We first prove the two-dimensional case.

$$
\begin{aligned}
& P_{m}^{0}\left(T_{B}<t, T_{B}^{\circ} \theta_{t}<\infty\right) \\
& \quad \leq \int_{H} d x P_{x}^{0}\left(T_{B}<[t]-1, T_{B}^{\circ} \theta_{t}<\infty\right)+\int_{H} d x P_{x}^{0}\left([t]-1 \leq T_{B}<t\right) \\
& =\int_{H} d x \int_{H} P_{x}^{0}\left(w^{0}(t) \in d y: T_{B}<[t]-1\right) P_{y}^{0}\left(T_{B}<\infty\right)+O(1 / \sqrt{t} \quad \text { by Lemma } 9 \\
& =\int_{\partial B} \pi_{B}(d z) \int_{H} d x \int_{v \in \partial B} \int_{0}^{[t]-1} d_{s} P_{x}^{0}\left(w^{0}\left(T_{B}\right) \in d v: T_{B} \leq s\right) \int_{H} P_{t-s}^{0}(v, d y) g^{0}(y, z) \\
& \quad+O(1 / \sqrt{t}) \\
& =\int_{\partial B} \pi_{B}(d z) \int_{H} d x \int_{v \in \partial B} \int_{0}^{[t]-1} d_{s} P_{x}^{0}\left(w^{0}\left(T_{B}\right) \in d v: T_{B} \leq s\right) \int_{t-s}^{\infty} p_{u}^{0}(v, z) d u \\
& \quad \quad+O(1 / \sqrt{t}) .
\end{aligned}
$$

By Lemma 10 the first term is equal or less than

$$
\begin{aligned}
& \frac{1}{\pi} \int_{\partial B} \pi_{B}(d z) z_{2} \int_{H} d x \int_{v \in \partial B} v^{2} \int_{0}^{[t]-1} d_{s} P_{x}^{0}\left(w^{0}\left(T_{B}\right) \in d v: T_{B} \leq s\right) \frac{1}{t-s} \\
& \quad \leq \frac{c^{2}}{\pi} C^{0}(B) \int_{H} d x \int_{0}^{[t]-1} \frac{P_{x}^{0}\left(T_{B} \in d s\right)}{t-s} \quad\left(c=\sup \left\{x_{2}>0: x \in \partial B\right\}\right) \\
& \quad=\frac{c^{2}}{\pi} C^{0}(B) \int_{H} d x\left\{\frac{P_{x}^{0}\left(T_{B} \leq t\right)}{t}+\int_{0}^{[t]-1}\left(\frac{1}{t-s}-\frac{1}{t}\right) P_{x}^{0}\left(T_{B} \in d s\right)\right\} \\
& \quad=\frac{c^{2}}{\pi} C^{0}(B)\left\{\frac{P_{m}^{0}\left(T_{B} \leq t\right)}{t}+\int_{0}^{[t]-1} \frac{s}{(t-s) t} P_{m}^{0}\left(T_{B} \in d s\right)\right\} .
\end{aligned}
$$

Now by using Lemma 9 the first term and the second term are equal to $O(1 / \sqrt{t})$ and $O(\log t / \sqrt{t})$ as $t \rightarrow \infty$, respectively. In fact,

$$
\begin{aligned}
\int_{0}^{[t]-1} \frac{s}{t-s} P_{m}^{0}\left(T_{B} \in d s\right) & \leq \sum_{k=1}^{[t]-1} \frac{k}{t-k} P_{m}^{0}\left(k-1 \leq T_{B}<k\right) \\
& =O\left(\sum_{k=1}^{[t]-1} \frac{k}{t-k} \cdot \frac{1}{\sqrt{k}}\right) \\
& =O\left(\int_{1}^{t / 2} \frac{d s}{\sqrt{s}}+\sqrt{t} \int_{1}^{t / 2} \frac{d s}{s}\right) \\
& =O(\sqrt{t} \log t)
\end{aligned}
$$

Therefore

$$
P_{m}^{0}\left(T_{B}<t, T_{B} \circ \theta_{t}<\infty\right)=O(\log t / \sqrt{t}) \quad \text { if } d=2
$$

Moreover

$$
\begin{aligned}
& Q^{0}\left(\sigma_{B}<t, \sigma_{B^{\circ}} \circ \theta_{t}<\infty\right) \\
& \quad=Q^{0}\left(\sigma_{B}<[t]-1, \sigma_{B}^{\circ} \theta_{t}<\infty\right)+Q^{0}\left([t]-1 \leq \sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right) \\
& \quad=\lim _{r>0} \int_{H} \nu_{r}(d x) \int_{\partial B} \pi_{B}(d z) \int_{v \in \partial B} \int_{0}^{[t]-1} d_{s} P_{x}^{0}\left(w^{0}\left(T_{B}\right) \in d v: T_{B} \leq s\right) \int_{t-s}^{\infty} p_{u}^{0}(v,
\end{aligned}
$$

z) $d u$

$$
+O\left(1 / \sqrt{t^{3}}\right)
$$

Thus

$$
\begin{aligned}
& Q^{0}\left(\sigma_{B}<t, \sigma_{B}^{\circ} \theta_{t}<\infty\right)-\frac{1}{\pi t} \int_{\partial B} z_{2} \pi_{B}(d z) \int_{\partial B} v_{2} Q^{0}\left(w^{0}\left(\sigma_{B}\right) \in d v: \sigma_{B} \leq[t]-1\right) \\
& =\lim _{r>0} \int_{H} \nu_{r}(d x) \int_{\partial B} \pi_{B}(d z) \int_{v \in \partial B} \int_{0}^{[t]-1} d_{S} P_{x}^{0}\left(w^{0}\left(T_{B}\right) \in d v: T_{B} \leq s\right) \\
& \quad \times\left(\int_{t-s}^{\infty} p_{u}^{0}(v, z) d u-\frac{z_{2} v_{2}}{\pi t}\right)+O\left(\frac{1}{\sqrt{t^{3}}}\right) .
\end{aligned}
$$

Since by Lemma 10

$$
\int_{t-s}^{\infty} p_{u}^{0}(v, z) d u-\frac{z_{2} v_{2}}{\pi t}=\frac{1}{\pi} z_{2} v_{2}\left(\frac{1}{t-s}-\frac{1}{t}\right)+O\left(\frac{1}{(t-s)^{2}}\right)
$$

as $t \rightarrow \infty$. Hence we have

$$
\begin{aligned}
& \left|Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)-\Phi(B) / t\right| \\
& \leq \frac{c^{2}}{\pi} C^{0}(B) \lim _{u>0} \int_{H} \nu_{u}(d x) \int_{0}^{[t]-1}\left(\frac{1}{t-s}-\frac{1}{t}\right) P_{x}^{0}\left(T_{B} \in d s\right) \\
& \quad+C \lim _{u \downarrow 0} \int_{H} \nu_{u}(d x) \int_{0}^{[t]-1}(t-s)^{-2} P_{x}^{0}\left(T_{B} \in d s\right)+o\left(\frac{1}{t}\right),
\end{aligned}
$$

where $C$ is a finite constant. By using Lemma 9 we can also see that the first term is equal to $O\left(\log t / \sqrt{t^{3}}\right)$ and the second term is to $O\left(1 / \sqrt{t^{3}}\right)$ as $t \rightarrow \infty$. Thus

$$
Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta<\infty\right)=\Phi(B) / t+o(1 / t) \quad \text { if } d=2
$$

In the higher dimensional cases $(d \geq 3)$ by a similar way our claim immediately follows. In fact, by using Lemma 10 it is easy to see that

$$
\int_{0}^{[t]-1}\left((t-s)^{-d / 2}-t^{-d / 2}\right) P_{m}^{0}\left(T_{B} \in d s\right)=O\left(\frac{1}{\sqrt{t}}\right)
$$

and

$$
\lim _{u \downarrow 0} \int_{H} \nu_{u}(d x) \int_{0}^{[t]-1}\left((t-s)^{-d / 2}-t^{-d / 2}\right) P_{x}^{0}\left(T_{B} \in d s\right)=O\left(\frac{1}{\sqrt{t^{3}}}\right)
$$

as $t \rightarrow \infty$. From this we can get

$$
P_{m}^{0}\left(T_{B}<t, T_{B} \circ \theta_{t}<\infty\right)=O(1 / \sqrt{t})
$$

and

$$
Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)=O\left(1 / \sqrt{t^{3}}\right)
$$

as $t \rightarrow \infty$.
From this lemma the equations (3.3) and (3.4) are obtained.
Note that in the above computations we also have the following result :
Theorem 8. Let $B$ be a compact subset of $H$ with a positive capacity. Then

$$
P_{m}^{0}\left(T_{B}<t\right)=\sqrt{\frac{2 t}{\pi}} \int_{H} 2 x_{d} \pi_{B}(d x)+ \begin{cases}-\frac{b}{2}+c+o(1) & \text { if } d=1 \\ -\int_{H} x_{d}^{2} \pi_{B}(d x)+o(1) & \text { if } d \geq 2\end{cases}
$$

and
as $t \rightarrow \infty$.

Note that if $d=1$, then $\int_{H} 2 x_{d} \pi_{B}(d x)=1$ by Remark 7, and that $Q^{0}\left(\sigma_{B}<\right.$ $t) \rightarrow C^{0}(B)$ as $t \rightarrow \infty$. And if $d \geq 2$, then

$$
\begin{gathered}
P_{m}^{0}\left(T_{B}<t\right)=\int \pi_{B}(d x) \int_{0}^{t} d s \int_{s}^{\infty} \nu_{u}\left(x_{d}\right) d u+P_{m}^{0}\left(T_{B}<t, T_{B^{\circ}} \theta_{t}<\infty\right), \\
Q^{0}\left(t \leq \sigma_{B}<\infty\right)=\int \pi_{B}(d x) \int_{t}^{\infty} \nu_{u}\left(x_{d}\right) d u-Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)
\end{gathered}
$$

We prove the equation (3.5). It is enough to show that for all $h>0$

$$
g(t+h)-g(t)= \begin{cases}-\frac{h}{t} \Phi(B)+o\left(\frac{h}{t}\right) & \text { if } d=2 \\ O\left(\frac{h}{\sqrt{t^{3}}}\right) & \text { if } \mathrm{d} \geq 3\end{cases}
$$

as $t \rightarrow \infty$. This can be proved by a similar way to the proof of Lemma 11. Since

$$
P_{x}^{0}\left(T_{B}<t\right)-\int_{\partial B} \pi_{B}(d y) \int_{0}^{t} p_{s}^{0}(x, y) d s=P_{x}^{0}\left(T_{B}<t, T_{B} \circ \theta_{t}<\infty\right),
$$

we have

$$
\begin{aligned}
& g(t+h)-g(t) \\
&= \lim _{u \not 0} \int_{H} \nu_{u}(d x)\left\{E_{x}^{0}\left[T_{B}: t \leq T_{B}<t+h\right]-\int_{\partial B} \pi_{B}(d y) \int_{t}^{t+h} s p_{s}^{0}(x, y) d s\right\} \\
& \leq \lim _{u \not 0} \int_{H} \nu_{u}(d x)\left\{(t+h) P_{x}^{0}\left(t \leq T_{B}<t+h\right)-t \int_{\partial B} \pi_{B}(d y) \int_{t}^{t+h} p_{s}^{0}(x, y) d s\right\} \\
&= t \lim _{u \not 0} \int_{H} \nu_{u}(d x)\left\{P_{x}^{0}\left(t \leq T_{B}<t+h\right)-\int_{\partial B} \pi_{B}(d y) \int_{t}^{t+h} p_{s}^{0}(x, y) d s\right\} \\
&+h \lim _{u \neq 0} \int_{H} \nu_{u}(d x) P_{x}^{0}\left(t \leq T_{B}<t+h\right) \\
&= t \lim _{u \neq 0} \int_{H} \nu_{u}(d x)\left\{P_{x}^{0}\left(T_{B}<t+h, T_{B}^{\circ} \theta_{t+h}<\infty\right)-P_{x}^{0}\left(T_{B}<t, T_{B}^{\circ} \theta_{t}<\infty\right)\right\} \\
&+h Q^{0}\left(t \leq \sigma_{B}<t+h\right) \\
&= t\left\{Q^{0}\left(\sigma_{B}<t+h, \sigma_{B}^{\circ} \theta_{t+h}<\infty\right)-Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)\right\} \\
&+h Q^{0}\left(t \leq \sigma_{B}<t+h\right) \\
&= \begin{cases}-\frac{h}{t} \Phi(B)+o\left(\frac{h}{t}\right) & \text { if } d=2, \\
O\left(\frac{h}{\sqrt{t^{3}}}\right) & \text { if } d \geq 3\end{cases}
\end{aligned}
$$

as $t \rightarrow \infty$ by Lemma 9 and Lemma 11. A lower estimate is given by the same way :

$$
\begin{aligned}
& g(t+h)-g(t) \\
& \quad \geq t\left\{Q^{0}\left(\sigma_{B}<t+h, \sigma_{B} \circ \theta_{t+h}<\infty\right)-Q^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)\right\} \\
&-h\left\{Q^{0}\left(\sigma_{B} \circ \theta_{t}<\infty\right)-Q^{0}\left(\sigma_{B} \circ \theta_{t+h}<\infty\right)\right\} \\
&= \begin{cases}-\frac{h}{t} \Phi(B)+o\left(\frac{h}{t}\right) & \text { if } d=2, \\
O\left(\frac{h}{\sqrt{t^{3}}}\right) & \text { if } d \geq 3\end{cases}
\end{aligned}
$$

as $t \rightarrow \infty$. Therefore the equation (3.5) follows.
Finally we prove Theorem 6. Recall $N_{t}^{B}=\left\{0 \leq \sigma_{B}<t\right\}$. The first claim follows by the subadditive ergodic theorem $[10]$ and $\boldsymbol{E}\left[X\left(N_{t}^{B}\right)\right]=Q_{m}\left(N_{t}^{B}\right)$. For the second claim it is enough to show that if

$$
Q_{m}\left(N_{t}^{B}\right)=t C_{1}+\sqrt{t} C_{2}+o(\sqrt{t})
$$

as $t \rightarrow \infty$, where $C_{1}>0$ and $C_{2} \geq 0$, then

$$
\boldsymbol{E} \exp \left[i z \frac{X\left(N_{t}^{B}\right)-t C_{1}}{\sqrt{t}}\right] \rightarrow \exp \left[i C_{2} z-\frac{C_{1}}{2} z^{2}\right]
$$

as $t \rightarrow \infty$. However this can be easily obtained by using the following formula:

$$
\boldsymbol{E} \exp [i z\langle X, F\rangle]=\exp \left\{\int_{W}\left(1-e^{i z F(w)}\right) Q_{m}(d w)\right\}
$$

for all $L^{1}$-functions $F(w)$ on $\left(W, Q_{m}\right)$. In fact, as $t \rightarrow \infty$,

$$
-\int_{W}\left(1-\exp \left[\frac{i z}{\sqrt{t}} 1_{N^{t}}\right]\right) Q_{m}(d w)-i z \sqrt{t} C_{1} \rightarrow i z C_{2}-\frac{z^{2}}{2} C_{1}
$$

### 3.4. Further Results

The Brownian excursion law $Q^{0}$ can be also defined by the following: For $x$ $=\left(\tilde{x}, x_{d}\right) \in \boldsymbol{R}^{d-1} \times(0, \infty)=H$,

$$
Q_{\tilde{x}}^{0}=\lim _{r \geq 0} \int_{0}^{\infty} \nu_{r}\left(d x_{d}\right) P_{x}^{0} \quad \text { and } \quad Q^{0}=\int_{R^{d-1}} d \widetilde{x} Q_{\tilde{x}}^{0} .
$$

So in this final subsection we change the Lebesgue measure $d \tilde{x}$ on $\boldsymbol{R}^{d-1} \cong \partial H$, the boundary of $H$, to an arbitrary $\sigma$-finite measure $\mu(d \tilde{x})$ and consider the same problem as above. Let $p_{r}^{(d-1)}(\tilde{y}, \tilde{x})$ denote the transition density of the ( $d$ -1 -dimensional Brownian motion. Define

$$
Q_{\mu}^{0}=\int_{R^{-1}} \mu(d \tilde{x}) Q_{\tilde{x}}^{0}=\lim _{r \not 0} \int_{H} \nu_{r}^{\mu}(d x) P_{x}^{0},
$$

where $\nu_{r}^{\mu}(d x)=\nu_{r}^{\mu}(x) d x$ with

$$
\nu_{r}^{\mu}(x)=\int_{R^{d-1}} p_{r}^{(d-1)}(\tilde{y}, \tilde{x}) \mu(d \tilde{y}) \nu_{r}\left(x_{d}\right) .
$$

Then $\nu^{\mu}=\left(\nu_{r}^{\mu}\right)_{r>0}$ is an entrance law for $\left(P_{t}^{0}\right)_{t \geq 0}$, i.e., $\nu_{r}^{\mu} P_{t}^{0}=\nu_{r+t}^{\mu}$. Moreover set

$$
m^{\mu}(d x)=\int_{0}^{\infty} d r \nu_{r}^{\mu}(d x) \quad \text { and } \quad Q_{m^{\mu}}=\int_{-\infty}^{\infty} \theta_{-s}\left(Q_{\mu}^{0}\right) d s
$$

Note that $m^{\mu}(d x)=m^{\mu}(x) d x$ with

$$
m^{\mu}(x)=\int_{0}^{\infty} \nu_{r}^{\mu}(x) d r=\frac{\Gamma(d / 2)}{(2 \pi)^{d / 2}} x_{d} \int_{R^{d-1}}\left(\frac{2}{|\widetilde{x}-\widetilde{y}|^{2}+x_{d}^{2}}\right)^{d / 2} \mu(d \widetilde{y}),
$$

where $\Gamma$ is gamma function. Then $m^{\mu} \in \boldsymbol{P u r}$ and $Q_{m^{\mu}}$ is the Kuznetsov measure associated with $\left(w^{0}(t), P_{x}^{0}, m^{\mu}\right)$. For this measure $m^{\mu}$, we have the hollowing: The transition density $p_{t}^{m}(x, y)=p_{t}^{0}(x, y) / m^{\mu}(x)$, the capacity measure $\pi_{B}^{m}(d x)=$ $m^{\mu}(x) \pi_{B}(d x)$, the capacity $C^{m}(B)=\pi^{m}(1)$, the co-capacitary measure $\widehat{\pi}_{B}^{m}(d x)=$ $Q_{m^{\mu}}\left(w\left(\tau_{B}\right) \in d x: 0<\tau_{B}<1\right)=Q_{\mu}^{0}\left(w\left(\sigma_{B}\right) \in d x: \sigma_{B}<\infty\right)$ and the co-capacity $\bar{C}^{m}(d x)$ $=Q_{m^{\mu}}\left(0<\tau_{B}<1\right)=Q_{\mu}^{0}\left(\sigma_{B}<\infty\right)$. In this case $w^{0}$ is not symmetric relative to $m^{\mu}$, thus in general $C^{m}(B) \neq \widehat{C}^{m}(B)$.

Now fix a compact subset $B$ of $H$ with positive co-capacity. By the same computation as in $\S 3.3$, we can get

$$
\begin{aligned}
& Q_{m^{\mu}}\left(0 \leq \sigma_{B}<t\right)-t \widehat{C}^{m}(B) \\
& \quad=P_{m^{\mu}}^{0}\left(T_{B}<t\right)-t Q_{\mu}^{0}\left(t \leq \sigma_{B}<\infty\right)-Q_{\mu}^{0}\left[\sigma_{B}: \sigma_{B}<t\right] \\
& \quad=P_{m^{\mu}}^{0}\left(T_{B}<t, T_{B}^{\circ} \theta_{t}<\infty\right)+t Q_{\mu}^{0}\left(\sigma_{B^{\circ}} \theta_{t}<\infty\right)-g_{\mu}(t),
\end{aligned}
$$

where

$$
g_{\mu}(t)=Q_{\mu}^{0}\left[\sigma_{B}: \sigma_{B}<t\right]-\lim _{r \geq 0} \int_{H} \nu_{r}^{\mu}(d x) \int_{\partial B} \pi_{B}(d y) \int_{0}^{t} p_{s}^{0}(x, y) d s .
$$

We only consider the case that $\mu(d \widetilde{x})=\delta_{x^{(k-1)}(0)}\left(d x^{(k-1)}\right) d x^{(d-k)}$ for a certain $k$ $=1,2, \cdots, d$ and a certain fixed point $x^{(k-1)}(0) \in \boldsymbol{R}^{k-1}$. Then we have the following :

$$
\nu_{r}^{\mu}(x)=\frac{x_{d}}{(2 \pi)^{k / 2} r^{1+k / 2}} \exp \left[-\frac{\left|x^{(k-1)}-x^{(k-1)}(0)\right|^{2}+x_{d}^{2}}{2 r}\right]
$$

and

$$
m^{\mu}(x)=\frac{\Gamma(k / 2)}{\pi^{k / 2}} \frac{x_{d}}{\left\{\left|x^{(k-1)}-x^{(k-1)}(0)\right|^{2}+x_{d}^{2}\right\}^{k / 2}}
$$

Note that if $k=1$, then $\nu_{r}^{\mu}=\nu_{r}$ and $m^{\mu}(x)=1$. So it suffices to consider the case of $2 \leq k \leq d$. In this case it can be seen that

$$
P_{m^{\star}}^{0}\left(T_{B}<t, T_{B} \circ \theta_{t}<\infty\right)= \begin{cases}O\left(\frac{\log t}{t}\right) & (k=d=2), \\ O(1 / t) & (k=2, d \geq 3), \\ O\left(1 / t^{k / 2}\right) & (3 \leq k \leq d)\end{cases}
$$

and

$$
Q_{\mu}^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right)= \begin{cases}\Phi_{\mu}(B) / t+o(1 / t) & (d=2) \\ O\left(1 / \sqrt{t^{3}}\right) & (d=3) \\ O\left(1 / t^{2}\right) & (d \geq 4)\end{cases}
$$

More exactly when $d \geq 4$, we have

$$
Q_{\mu}^{0}\left(\sigma_{B}<t, \sigma_{B}^{\circ} \theta_{t}<\infty\right)= \begin{cases}O\left(1 / t^{1+k / 2}\right) & (k \leq d-3), \\ O\left(1 / t^{d / 2}\right) & (k=d-2, d-1, d) .\end{cases}
$$

Furthermore

$$
g_{\mu}(t)= \begin{cases}-\log t \Phi_{\mu}(B)+o(\log t) & (d=2) \\ O(1) & (d \geq 3)\end{cases}
$$

as $t \rightarrow \infty$, where

$$
\begin{aligned}
\Phi_{\mu}(B) & =\frac{1}{\pi} \int_{\partial B} x_{2} \pi_{B}(d x) Q_{\mu}^{0}\left[w^{(2)}\left(\sigma_{B}\right): \sigma_{B}<\infty\right] \\
& =\frac{1}{\pi} \int_{\partial B} x_{2} m^{\mu}(x)^{-1} \pi_{B}^{m}(d x) \int_{\partial B} y_{2} \hat{\pi}_{B}^{m}(d y)
\end{aligned}
$$

Therefore we have the following result : For each $2 \leq k \leq d$,

$$
Q_{m^{\mu}}\left(0 \leq \sigma_{B}<t\right)=t \widehat{C}^{m}(B)+\left\{\begin{array}{lr}
\log t \Phi_{\mu}(B)+o(\log t) & (d=2), \\
O(1) & (d \geq 3)
\end{array}\right.
$$

and $P_{m^{\mu}}^{0}\left(T_{B}<t\right)$ is equal to

$$
\begin{cases}\log t \int \frac{x_{d}}{(2 \pi)^{k / 2}} \pi_{B}(d x)+O(1) & (k=2) \\ \frac{\Gamma(k / 2-1)}{2 \pi^{k / 2}} \int x_{d}\left\{\left|x^{(k-1)}-x^{(k-1)}(0)\right|^{2}+x_{d}^{2}\right\}^{1-k / 2} \pi_{B}(d x)+o(1) & (k \geq 3)\end{cases}
$$

as $t \rightarrow \infty$. Moreover since

$$
\begin{aligned}
& Q_{\mu}^{0}\left(\sigma_{B}^{\circ} \theta_{t}<\infty\right)=\frac{2 t^{-k / 2}}{k(2 \pi)^{k / 2}} \int x_{d} \pi_{B}(d x) \\
& \quad-\frac{2 t^{-k / 2-1}}{(k+2)(2 \pi)^{k / 2}} \int x_{d}\left\{\left|x^{(k-1)}-x^{(k-1)}(0)\right|^{2}+x_{d}^{2}\right\} \pi_{B}(d x)+O\left(t^{-k / 2-2}\right),
\end{aligned}
$$

we can get the asymptotic behavior of

$$
Q_{\mu}^{0}\left(t \leq \sigma_{B}<\infty\right)=Q_{\mu}^{0}\left(\sigma_{B} \circ \theta_{t}<\infty\right)-Q_{\mu}^{0}\left(\sigma_{B}<t, \sigma_{B} \circ \theta_{t}<\infty\right) .
$$

However it is too tedious to describe it.
Of course we also apply the above result to the equilibrium process with immigration and obtain a similar result to Theorem 6.

Acknowledgement. The author would like to thank Prof. T. Shiga for introducing him to these problems and for his valuable suggestions. The author also would like to thank Prof. K. Uchiyama for his helpful comments.

## References

[1] S.N. Ethier and T.G. Kurtz: Markov Processes: Characterization and Convergence, Wiley, New York, 1986.
[2] P.J. Fitzsimmons and B. Maisonneuve: Excessive measures and Markov processes with random birth and death, Probab. Th. Rel. Fields 72 (1986), 319-336.
[3] R.K. Getoor: Some asymptotic formulas involving capacity, Z. Wahrscheinlichkeitstheory verw. Gebiete 4 (1965), 248-252.
[4] R.K. Getoor: Some remarks on measures associated with homogeneous random measures, Seminar on Stochastic Processes 1985, 94-107, Birkhäuser, Boston, 1986.
[5] R.K. Getoor: Excessive measures, Probability and Its Applications, Birkhäuser, 1990.
[6] R.K. Getoor and J. Sharpe : Naturality, standardness, and weak duality for Markov processes, Z. Wahrscheinlichkeitstheory verw. Gebiete 67 (1984), 1-62.
[7] R.K. Getoor and J. Steffens : Capacity theory without duality, Probab. Th. Rel. Fields 73 (1986), 415-445.
[8] I. Iscoe: A weighted occupation time for a class of measure-valued branching processes, Probab. Th. Rel. Fields 71 (1886), 85-116.
[9] I. Karatzas and S.E. Shreve : Brownian Motion and Stochastic Calculus, 2nd Ed., Springer-Verlag, New-York, 1991.
[10] J.F.C. Kingman : Subadditive ergodic theory, Ann. Probability 1 (1973), 883-909.
[11] N. Konno and T. Shiga: Stochastic partial differential equations for some measure-valued diffusions, Probab. Th. Rel. Fields 79 (1988), 201-225.
[12] S.E. Kuznetsov: Construction of Markov processes with random times of birth and death, Theory Probab. Appl. 18 (1974), 571-575.
[13] S.C. Port and C.J. Stone: Infinitely divisible processes and their potential theory, Ann. Inst. Fourier, Grenoble 21 (1971), 157-275.
[14] S.C. Port and C.J. Stone: Brownian motion and classical potaintial theory, Probability and Mathematical Statistics, Academic Press, 1978.
[15] S. Roelly-Coppoletta: A criterion of convergence of measure-valued processes : Applications to measure branching processes, Stochastics 17 (1986), 43-65.
[16] F. Spitzer : Electrostatic capacity, heat flow, and Brownian motion, Z. Wahrscheinlichkeitstheory verw. Gebiete 3 (1964), 110-121.
[17] T. Shiga and Y. Takahashi : Ergodic properties of the equilibrium processes associated with infinitely many Markovian particles, Publ. Res. Inst. Math. Sci. Kyoto Univ. 9 (1974), 505-516.

Department of Mathematics Osaka City University Sugimoto-3, Sumiyoshi-ku
Osaka 558, Japan
E-mail address :
h1753@cc. osaka-cu. ac.jp

