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Abstract
The model structure on the category of chain functors Ch,

developed in [4], has the main features of a simplicial model
category structure, taking into account the lack of arbitrary
(co-)limits in Ch. After an appropriate tensor and cotensor
structure in Ch is established (§1, §3), Quillen’s axiom SM7
is verified in §5 and §6. Moreover, it turns out that in the
definition of a simplicial model structure, the category of sim-
plicial sets can be replaced by the category of simplicial spec-
tra endowing Ch with the structure of an approximate simpli-
cial stable model structure (= approximate ss-model structure)
(§7). In §8 the model structure on Ch is shown to be proper.

Introduction

To motivate chain functors as tools for the calculation of generalized homology
theories by means of chain complexes (as used for ordinary homology theories) we
refer to [1] and, in a very condensed form, to §10 below. The objective of the present
paper is to investigate to what extent the model structure on the category Ch of
chain functors, introduced in [4], becomes a simplicial one (admitting a tensor and a
cotensor product, satisfying different formulations of Quillen’s axiom SM7). Hence
we are, as in [3, 4], dealing with properties of the category Ch.

The definition of a chain functor is recorded in [4], §7 and, in order to make
the present paper independent, in §10. We refer to this treatment whenever special
properties of a chain functor are needed. This happens only in connection with the
verification of Proposition 1.1, hence almost exclusively in §9, where a detailed proof
is presented that the tensor product between a chain functor and a free abelian chain
complex has the structure of a chain functor. Moreover, for the reader’s convenience,
we have included in §11 a short record of the original definition of a simplicial model
category (including axioms SM6 and SM7 in the sense of D. Quillen [11]) as well
as modifications of axiom SM6 that lead to what we call an approximate simplicial
model structure.
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Since the structure we offer is not a plain simplicial model structure in the sense
of Quillen, we explain in each case what specific properties are lacking or need
changing. A typical example is the associativity of the tensor product (§2 (3), which
is only available up to weak equivalences) and the existence of function objects in §3.
In §1 we present the definition of a tensor product A∗ ⊗K, for A∗ ∈ Ch and K in
the category S of simplicial sets, which is associative up to weak equivalence (more
precisely, a so-called Eilenberg–Zilber mapping, see Lemma 2.7). The detailed proof
of the existence of A∗ ⊗K, for A∗ ∈ Ch, K ∈ S (Proposition 1.1) is relegated to
§9.

Since Ch does not contain arbitrary (co-)limits, the definition of AK
∗ (the coten-

sor product) causes problems, which are settled in §3. In §2 we verify that A∗ ⊗K
behaves well for cofibrations. The function complex Hom(A∗,B∗) ∈ S for
A∗, B∗ ∈ Ch is introduced in §4 in the usual way, where the basic properties of
this simplicial set (which is always a Kan set, cf. §4.1) are verified. So the expected
behavior is obtained under (co-)fibrations, as is adjointness with the tensor product
(Theorem 4.2). All of our constructions are presented in such a way as to be able
to immediately transfer everything in §7 to simplicial spectra instead of simplicial
sets.

The following sections are devoted to a verification of Quillen’s axiom SM7 in
the formulation for tensor products (§5, Theorem 5.3) and for the complex Hom
in §6, Theorem 6.2 (cf. [11], Ch. II, §2, Definition 2).

These goals can only be accomplished by application of the results in [3] con-
cerning the existence of specific (co-)limits in Ch.

As we pointed out above, in §7 we investigate the ss-model category properties
(Definition 7.1) of Ch, where the role of the category of simplicial sets is played by
simplicial spectra. Consequently we now treat approximate ss-model structures. So
Hom now appears as a simplicial spectrum. All results of §1–§6 are formulated in
such a way that this can be immediately achieved.
§8 is devoted to the (left and right) properness of Ch. For applications and more

details on this concept, we refer to [7].
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1. Ch as tensored category

In this and the following six sections, we establish for the category Ch the
expected part of a simplicial model structure (cf. §11). In the present section we
start with the property that there is a tensor product between objects of Ch and
objects of S (cf. Definition 11.1).

We denote the category of complexes of free abelian groups by ch, i.e. a C∗ ∈ ch
is a family of free abelian groups Cn, with boundary morphisms dn = d : Cn −→
Cn−1, dn−1 dn = 0, n ∈ Z. Let K ∈ S be a simplicial set. Then we have a free
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abelian group complex C∗(K) associated with K, that is Cn(K) is the free abelian
group generated by the n-simplexes of K. An element c ∈ Cn(K) is therefore a finite
sum of the form ∑

miσ
n
i , σ

n
i ∈ Kn, mi ∈ Z.

The boundary is defined by

dσn =
n∑

i=0

(−1)i ∂n
i σn.

We have a functor C∗ : S −→ ch, and by an abuse of notation write A∗ ⊗K instead
of A∗ ⊗ C∗(K). Later, in §7, we will use the category Sp of simplicial spectra instead
of S.

LetAAA∗ ∈ Ch be a chain functor, defined on a category K (cf. §10 for more details),
K∗ ∈ ch. We then define a chain functor B∗ = A∗ ⊗K∗ in the following way: Let
(X,U) ∈ K be given. Then

Bn(X,U) = (A∗(X,U)⊗K∗)n =
⊕

p+q=n

Ap(X,U)⊗Kq,

dn(ap ⊗ bq) = dp ap ⊗ kq + (−1)p ap ⊗ dq kq.

This inherits the structure of a functor from A∗ as follows: To each f : (X,U) −→
(Y, V ) we have a f# ⊗ 1K∗ : (A∗ ⊗K∗)(X,U) −→ (A∗ ⊗K∗)(Y, V ). We achieve the
ingredients of a chain functor:

B′n(X,U) = (A′n(X,U)⊗K∗)n

ϕB = ϕ⊗ 1K∗ : A′∗(X,U)⊗K∗ −→ A∗(X)⊗K∗
κB = κ⊗ 1K∗ : A∗(X)⊗K∗ −→ A′∗ ⊗K∗.

The inclusion j : X ⊂ (X,U) induces a homomorphism

jB
# : A∗(X)⊗K∗ −→ A∗(X,U)⊗K∗.

Tensoring with 1K∗ yields chain homotopies

ϕB κB ' 1, jB
# ϕB ' lB ,

where lB : A′∗(X,U)⊗K∗ ⊂ A∗(X,U)⊗K∗ is an inclusion (which exists, since K∗
is supposed to be free).

There is a natural inclusion

i′B = i′ ⊗ 1K∗ : A∗(U)⊗K∗ ⊂ A′∗(X,U)⊗K∗,
satisfying

κB iB# = i′B .

Suppose f : (X,U) ⊂ (Y,B) is an inclusion. Then A∗(f) is an inclusion (by CH2)
and (because K∗ is free) so is (A∗ ⊗K∗)(f). Since A∗(X,X) is acyclic, so is (A∗ ⊗
K∗)(X,X). This confirms that properties CH1, CH2 of a chain functor (cf. §10,
[4], §9 or [3], §7) are satisfied for B∗ = A∗ ⊗K∗.
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Proposition 1.1. These constructions yield a functor

−⊗− : Ch× ch −→ Ch,

Hence a functor
−⊗− : Ch×S −→ Ch.

A detailed proof is deferred to §9.
Let K ∈ S be any simplicial set. Then instead of C∗(K) we can employ the free

sub-chain complex ιK : C̃∗(K) ⊂ C∗(K), which is generated in each dimension by
the non-degenerate simplexes ofK. Together with this inclusion we have a retraction
ρK : C∗(K) −→ C̃∗(K) which maps all generators coming from degenerate simplexes
to zero. It is obvious that

ρK ιK = 1, ιK ρK ' 1. (1)

In particular, the cylinder object A∗ × I = A∗ ×∆1 introduced in [4], §1 is not
isomorphic to A∗ ⊗ I = A⊗ C∗(I) but to A∗ ⊗ C̃∗(I).

Two mappings f0, f1 : A∗ −→ B∗ are homotopic whenever there exists a homo-
topy H : A∗ × I −→ B∗, Hik = fk, k = 0, 1. However the previous considerations
imply that we can equally well express a homotopy by a mapping Ĥ : AAA∗ ⊗ I −→
BBB∗, Ĥ = H ρK .

We summarize:

Lemma 1.2. 1) To each K ∈ S there is associated a natural inclusion ιK : C̃∗(K)
⊂ C∗(K) as well as a natural retraction ρK : C∗(K) −→ C̃∗(K) such that (1)
holds.

2) Two mappings f0, f1 : A∗ −→ B∗ in Ch are chain homotopic whenever there
exists an H : A∗ ⊗∆1 −→ B∗ such that

H(1A∗ ⊗ ∂k) = fk, ∂k : ∆0 ⊂ ∆1, k = 0, 1.

2. Tensor products and cofibrations

Lemma 2.1. Let q : A∗ ⊂ B∗ be a cofibration in Ch and K∗ ∈ ch. Then q ⊗ 1: A∗ ⊗
K∗ −→ B∗ ⊗K∗ (hence q ⊗ 1: A∗ ⊗K −→ B∗ ⊗K,K ∈ S) is a cofibration in Ch.

Proof. According to [3], Lemma 1.2 we have natural, levelwise splittingsBn(X,U) ≈
An(X,U)⊕An(X,U) (respecting l and i′) for each n ∈ Z. Thus we obtain a split-
ting

Bp(X,U)⊗Kq ≈ (Ap(X,U)⊗Kq)⊕ (Ap(X,U)⊗Kq),

hence a splitting

(B∗ ⊗K∗)n(X,U) ≈
(
(A∗ ⊗K∗)⊕ (A∗ ⊗K∗)

)
n

(X,U)

of the same kind.

Lemma 2.2. Let α : A∗ −→ B∗ be a weak equivalence and K∗ ∈ ch. Then α⊗
1: A∗ ⊗K∗ −→ B∗ ⊗K∗ (hence also α⊗ 1: A∗ ⊗K −→ B∗ ⊗K, K ∈ S) is a
weak equivalence in Ch.
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Proof. By definition, α is a homotopy equivalence. Hence we have a homotopy
inverse β : B∗ −→ A∗ and homotopies D : βα ' 1, H : αβ ' 1. Tensoring these
homotopies gives the result.

Lemma 2.3. 1) Let α : K∗ −→ L∗ be a chain homotopy equivalence in ch. Then

1⊗ α : A∗ ⊗K∗ −→ A∗ ⊗ L∗
is a weak equivalence (hence a homotopy equivalence) in Ch for any A∗ ∈ Ch.

2) Let f : K −→ L be a weak equivalence in S. Then 1⊗ f : A∗ ⊗K −→ A∗ ⊗ L
is a weak equivalence in Ch.

Proof. 1) We again tensor the relevant homotopies.
2) Observe that the functor C∗ : S −→ ch factors over the category Sab of free

abelian simplicial groups. Hence the weak equivalence f induces a weak equivalence
of abelian simplicial groups C∗(f) : C∗(K) −→ C∗(L) (cf. [7]). However such a weak
equivalence is always a homotopy equivalence (cf. [6], [7]), inducing a homotopy
equivalence in ch. Now the result follows from 1).

Lemma 2.4. Let q : K ⊂ L be a cofibration in S. Then

1⊗ q : A∗ ⊗K −→ A∗ ⊗ L
is a cofibration in Ch for any A∗ ∈ Ch.

Proof. A cofibration in S is simply an inclusion. Hence we accomplish a splitting

(A∗ ⊗ L)n(X,U) ≈ (A∗ ⊗K)n(X,U)⊕Bn(X,U)

where B∗(X,U) = A∗(X,U)⊗M∗ and M∗ is the free abelian graded group gener-
ated by all simplexes in L \K. This splitting has all required properties.

We summarize:

Proposition 2.5. 1) Suppose A∗ ∈ Ch and j : K ⊂ L is a (trivial) cofibration in
S. Then 1⊗ j : A∗ ⊗K −→ A∗ ⊗ L is a (trivial) cofibration in Ch.

2) Let q : A∗ ⊂ B∗ be a (trivial) cofibration in Ch and K ∈ S. Then q ⊗K is a
(trivial) cofibration in Ch.

Lemma 2.6. 1) The pushout of a (trivial) cofibration in Ch is a (trivial) cofi-
bration.

2) The pullback of a (trivial) fibration in Ch is a (trivial) fibration.
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Proof. 1) Let

A∗
s−−−−→ C∗

q

y
yq̃

B∗ −−−−→
s̃

P∗

(1)

be a pushout in Ch, q a cofibration. Suppose

E∗
p−−−−→ L∗

f

x
xF

C∗ −−−−→
q̃

P∗

(2)

is a commutative square, with p being a trivial fibration. Then a well-known argu-
ment displays a diagonal F̄ : P∗ −→ E∗ rendering the square (2) commutative. The
case of a trivial cofibration is settled by letting p be any fibration.

2) This is entirely dual to 1).

We will return to a proof of a part of Lemma 2.6 in §8.4, using a slightly different
terminology.

It is well-known that there are natural Eilenberg-Zilber maps (EZ-maps) [5],
τ : C∗(K)⊗ C∗(L) −→ C∗(K × L), K, L ∈ S, which are homotopy equivalences
and which, due to Lemma 2.3, induce in all variables the natural homotopy equiv-
alences

(A∗ ⊗K)⊗ L ' A∗ ⊗ (K × L), A∗ ∈ Ch. (3)

Moreover these EZ-maps have pleasant associativity properties: The Alexander-
Whitney map ([5], Ch. VI 12.26) is strictly associative, yielding a strictly commu-
tative diagram

C∗(4n ×4n ×4n) −−−−→ C∗(4n ×4n)⊗ C∗(4n)
y

y
C∗(4n)⊗ C∗(4n ×4n) −−−−→ C∗(4n)⊗ C∗(4n)⊗ C∗(4n).

(4)

This is our form of associativity of the tensor product which will be needed in the
proof of Proposition 4.5.

If ∗ = ∆0 ∈ S, we have a natural isomorphism

A∗ ⊗ C̃∗(∗) ≈ A∗;

hence, because of Lemma 1.2 and Lemma 2.3 (1), a natural weak equivalence in Ch

A∗ ⊗ ∗ ' A∗. (5)

Lemma 2.7. For any K,L ∈ S and A∗ ∈ Ch we have a natural (with respect to all
variables) weak equivalence (3) in Ch, which is induced by the natural EZ-map. The
point ∗ ∈ S serves as an identity for our tensor product, in the sense of (5).
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We can express (up to homotopy) the suspension ΣA∗ of an object A∗ ∈ Ch
by tensoring A∗ with a sphere S1 (i.e. a simplicial set having one non-degenerate
simplex σ1 ∈ (S1)1 and one simplex ∗ ∈ (S1)0; all other simplexes are degenerate).

In [3], §1 (1.7) as well as in [4], §8, we defined the suspension ΣA∗ as the cokernel
of the mapping

A∗ ⊕A∗
i0⊕i1−→ A∗ × I −→ ΣA∗.

Since A∗ × I = A∗ ⊗ C̃∗(I), we obtain a homotopy equivalence between ΣA∗ and
Σ̃A∗ = A∗ ⊗ S1. The isomorphism between A∗ ⊗ C̃∗(S1) and the shift suspension
Σ̄A∗ (cf. [3], §1 or [4], §8) is obvious.

Lemma 2.8. To any A∗ ∈ Ch there exists a natural weak equivalence (hence a
homotopy equivalence)

Σ̃A∗ = A∗ ⊗ S1 ' ΣA∗.

3. Function objects AK
∗

Let A∗ ∈ Ch, K∗ ∈ ch, K∗ = C∗(K), K ∈ S. Then we can, analogous to A∗ ⊗
K∗, construct AK∗∗ ([5], Ch. II 1.9):

(AK∗∗ )n(X,U) =
∏

p∈Z
Hom(Kp, An+p(X,U)), (1)

d{fp} = {d fp − (−1)nfp−1 d }p∈Z.
Here we understand byKp, by an abuse of notation, the free abelian group generated
by the p-simplexes of K. We set

(AK∗∗ )′n(X,U) =
∏

p∈Z
Hom(Kp, A

′
n+p(X,U))

and obtain the other ingredients of a chain functor, such as ϕ, κ and the related
chain homotopies as inherited from A∗. This construction satisfies all properties
of a chain functor, with one exception: (AK∗∗ )n(X,U) is not necessarily free. To
this end we need the category Chh, with objects satisfying all properties of a chain
functor CH1–CH6 but not CH7 (cf. [3], §7 or [4], §9). Thus we have a full inclusion
of categories Ch ⊂ Chh. We call an object of this larger category a chain complex
functor. The fact that AK∗∗ ∈ Chh will be treated in §9 (Proposition 9.3). Moreover
we know that A∗ ⊗K∗ ∈ Ch for A∗ ∈ Ch (cf. Proposition 1.1), and the analogous
assertion holds for A∗ ∈ Chh (Corollary 9.2).

The next theorem provides us with a functor

Φ: Chh −→ Ch

exhibiting some pleasant properties.

Theorem 3.1. There exists a functor Φ, as well as a natural transformation λA∗ =
λ : L∗ = Φ(A∗) −→ A∗, A∗ ∈ Chh (suppressing the inclusion Ch ⊂ Chh from our
notation), compatible with l, i′, ϕ, κ, inducing an isomorphism of homology, such
that:
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(L1) All L∗(X,U) have a natural basis b in all dimensions.

(L2) b ∈ b⇒ db ∈ b; b ∈ b⇒ i′(b) ∈ b; l(b) ∈ b whenever this is defined.

(L3) To each ζ ∈ H∗(A∗(X,U)) there exists a cycle z ∈ ζ, z ∈ b.

The naturality of λ of course means that the following square commutes:

A∗
α−−−−→ B∗

λA

x
xλB

Φ(A∗) −−−−→
Φα

Φ(B∗).

(2)

Proof. This is Lemma 9.1 in [4]. However, since we need one detail of the con-
struction of Φ, we briefly indicate the proof. The free generators of (Φ(A∗)n(X,U))
are 1) the elements ā which are in 1-1 correspondence to the elements a 6= 0 in
An(X,U), and 2) elements of the cone over some subcomplex Mn(X,U) which is
generated by elements of the form

∑
mi āi −

∑
mi ai, mi ∈ Z.

The mapping λ is defined by λ(ā) = a, λ(σ) = 0, σ ∈ cone M∗.

Lemma 3.2. Let A∗ ∈ Ch, C∗ ∈ Chh, f ∈ Chh(A∗,C∗) be given. Then there exists
an f̂ ∈ Ch(A∗,Φ(C∗)) in a canonical way such that λf̂ = f .

Proof. There exists a canonical basis in Φ(C∗) which, according to the construction
of Φ(C∗), contains all elements of the form ā, a 6= 0 in C∗(X,U) (i.e., all non-zero
elements are sent to basis elements in Φ(C∗)∗(X,U)). On the other hand we have
a canonical basis b(A∗) in A∗. Let b ∈ b(A∗) ∩A∗(X,U). Then we define

f̂(b) = f(b) ∈ b(Φ(A∗)).

This defines a morphism f̂ ∈ Ch(A∗,Φ(C∗)), satisfying

λf̂(a) = f̂(a) = f(a), a ∈ (A∗).

We call a morphism p̃ ∈ Chh(E∗,B∗) a fibration whenever we have a levelwise
natural section of p̄ inducing an isomorphism

En(X,U) ≈ Bn(X,U)⊕Bn(X,U) (3)

which is compatible with l and i′. This definition is analogous to that in Ch (cf.
[3], 5.2).

Corollary 3.3. Let p̃ be a fibration in Chh. Then Φ(p̃) = p ∈ Ch(Φ(E∗),Φ(B∗)) is
a fibration in Ch.

Proof. The splitting (3) induces a splitting of (Φ(E∗))n(X,U).
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Suppose K ∈ S is a simplicial set, A∗ ∈ Ch. Then we denote A
C∗(K)
∗ by AK

∗ . It
turns out (Proposition 9.3) that this defines a functor

Chh×Sop −→ Chh. (4)

Using classical homological algebra, we detect a kind of adjointness

Chh(A∗ ⊗K∗,B∗) ≈ Chh(A∗,BK∗∗ ), K∗ ∈ ch;

hence, because AAA∗ ⊗K∗, BBB∗ ∈ Ch and since the embedding Ch ⊂ Chh is full, an
isomorphism

Ch(A∗ ⊗K∗,B∗) ≈ Chh(A∗,BK∗∗ ), K∗ ∈ ch, A∗, B∗ ∈ Ch (5)

analogous to the special case when K∗ = C∗(K), K ∈ S. Here we are not allowed
to replace BK

∗ by Φ(BK
∗ ) and Chh by Ch.

Lemma 3.4. Let j : K ⊂ L be a cofibration in S (hence an inclusion). Then

AL
∗

Aj
∗−→ AK

∗
is a (regular, i.e. compatible with κ, ϕ) fibration in Chh.

Proof. We have

Hom(Lp, Ap+n(X,U)) ≈ Hom(Kp, Ap+nX,U)⊕Hom(Cp, Ap+n(X,U)),

where Cp is the free abelian group generated by the p-simplexes in L \K. This is a
natural decomposition, compatible with l, i′. So we obtain

AL
∗ (X,U) ≈ AK

∗ (X,U)⊕R∗(X,U)

with appropriate R∗(X,U). According to our definition of a fibration in Chh, this
confirms that j∗ = Aj

∗ is a regular fibration in Chh.

Lemma 3.5. Let g ∈ S(K,L) be a weak equivalence; hence (according to the proof
of 2.3 2)) C∗(g) ∈ ch(C∗(K), C∗(L)) is a chain homotopy equivalence. Then, for
any A∗ ∈ Ch, the mappings Ag

∗ ∈ Chh(AL
∗ ,A

K
∗ ) and Φ(Ag

∗) ∈ Ch(Φ(AL
∗ ,A∗)K) are

homotopy equivalences.

Proof. Immediate.

Corollary 3.6. Let j : K ⊂ L be a (trivial) cofibration. Then j∗ = Φ(Aj
∗) ∈

Ch(Φ(Al
∗),Φ(AK

∗ )) is a (trivial) fibration.

Proposition 3.7. Let j : K ⊂ L be a trivial cofibration in S, C∗ ∈ Ch and let

C∗L j∗−−−−→ CK
∗

f

x
xF

A∗ −−−−→
q

B∗

(6)

be commutative in Chh with cofibration q in Ch.
Then there exists a diagonal G : B∗ −→ CL

∗ rendering (6) commutative and a
Ḡ : B∗ ⊗ L −→ C∗ in Ch, such that Ḡ(1B∗ ⊗ j) = F̃ is the adjoint of F in the sense
of (5).
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Proof. Let f̂ : A∗ −→ Φ(CL
∗ ), F̃ : B∗ −→ Φ(CK

∗ ) be the mappings of Lemma 3.2.
Then the diagram

Φ(CL
∗ )

Φ(j∗)−−−−→ Φ(CK
∗ )

f̂

x
xF̂

A∗ −−−−→
q

B∗

(7)

is commutative. Since, according to Lemma 3.4, j∗ in (6) is a trivial fibration in
Chh, Corollary 3.6 ensures that Φ(j∗) is a trivial fibration in Ch. So there exists
a diagonal ¯̂

F : B∗ −→ Φ(CL
∗ ) rendering (7) commutative. Hence λF̂ = G and the

adjoint of G (in the sense of (5)) is a morphism in Ch satisfying G̃(1⊗ j) = F̃ .

In the same way as for tensor products, we may consider instead of AK
∗ = A

C∗(K)
∗ ,

the chain complex functor A
C̃∗(K)
∗ ∈ Chh. It is clear that for K = I = ∆1 this is

isomorphic to AI
∗ in the sense of [4], §1. We can treat homotopies H : A∗ −→ B

C̃∗(I)
∗

in Ch between mappings f0, f1 : A∗ −→ B∗ in the same way as we dealt with the
left homotopies in §2. In particular we conclude that f0 ' f1 if and only if we detect
a right homotopy Ĥ : A∗ −→ B

C∗(I)
∗ in Chh.

Suppose K ∈ S is a finite simplicial set, i.e. it has only finitely many non-
degenerate simplexes and A∗ ∈ Ch. Then the direct product in the definition (1) of
A

C̃∗(K)
∗ reduces to a direct sum. As a result A

C̃∗(K)
∗ becomes an object of Ch.

We summarize:

Lemma 3.8. 1) Let K ∈ S be a finite simplicial set and A∗ ∈ Ch. Then AK
∗ =

A
C∗(K)
∗ is homotopy equivalent in Chh to the chain functor A

C̃∗(K)
∗ ∈ Ch.

2) Two mappings f0, f1 ∈ Ch(A∗,B∗) are homotopic whenever there exists an
Ĥ : A∗ −→ B

C∗(∆1)
∗ in Chh such that

B∂k∗ Ĥ = fk, ∂k : ∆0 ⊂ ∆1, k = 0, 1.

4. Hom objects and adjointness

We denote by ∆n the simplicial set with simplex δn in dimension n and ∂i1 · · ·
∂in−pδ

n in lower dimensions. All other simplexes are degenerate. Let A∗,B∗ ∈ Ch.
Then we define a simplicial set Hom(A∗,B∗) by setting

Hom(A∗,B∗)n = Ch(A∗ ⊗∆n,B∗).

Boundaries and degeneracies are induced by those of ∆n (cf. [6], [7]).

Lemma 4.1. Hom(A∗,B∗) is a fibrant object in S (i.e. a Kan set). Moreover

Hom : Chop × Ch −→ S

is a functor.
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Proof. The induced mappings are immediate. The fact that Hom(A∗,B∗) is fibrant
will be a consequence of 4.4 (2). However it can be deduced directly by considering
the fibration p : B∗ −→ {0} (cf. [3], 1.1 (3)) in the commutative diagram

B∗
p−−−−→ {0}

g

x
xh

A∗ ⊗ Λn−1
k −−−−→

1⊗r
A∗ ⊗∆n.

(1)

Here Λn−1
k is a horn in ∆n (i.e., all n− 1 boundary simplexes with the exception

of ∂kδ
n); r : Λn−1

k −→ ∆n is the inclusion (being a trivial cofibration, implying that
so is 1⊗ r) and g a horn in Hom(A∗,B∗), with filling h of the image of g (i.e. of
pg). The diagonal G : A∗ ⊗∆n −→ B∗ exhibits a filling of g, confirming that

Hom(A∗,B∗) −→ Hom(A∗, {0})
is a fibration in S.

We obtain the following adjointness:

Theorem 4.2. There exists a natural (with respect to all variables involved) iso-
morphism

S(K,Hom(A∗,B∗)) ≈ Ch(A∗ ⊗K,B∗) for K ∈ S. (2)

Proof. Suppose K ∈ S, A∗, B∗ ∈ Ch. Then α ∈ S(K,Hom(A∗,B∗)) is an assign-
ment

α(σn) = (A∗ ⊗∆n −→ B∗), σn ∈ S,

which commutes with boundaries and degeneracies. So α(σn)(ap ⊗ δq) ∈ Bp+q. On
the other hand, β ∈ Ch(A∗ ⊗K,B∗) is an assignment β(ap ⊗ σq) ∈ Bp+q.

To each α we associate α̃ ∈ Ch(A∗ ⊗K,B∗) by

α̃(ap ⊗ σq) = α(σq)(ap ⊗ δq).

Suppose β ∈ Ch(A∗ ⊗K,B∗). Then we set

β̃(σq)(ap ⊗ δp) = β(ap ⊗ σq).

We deduce that
˜̃α(σq)(ap ⊗ δq) = α̃(ap ⊗ σq) = α(ap ⊗ δq)

and
˜̃
β(ap ⊗ σq) = β̃(σq)(ap ⊗ δq) = β(ap ⊗ σq).

This yields an isomorphism (2) that is natural in all variables.

For a better understanding of Hom(A∗,B∗) we need:

Lemma 4.3. 1) Let fo,' f1 : A∗ −→ C∗ be homotopic in Ch. Then the induced
mappings f∗0 , f

∗
1 : Hom(C∗,B∗) −→ Hom(A∗,B∗) are homotopic in S.
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2) Let g0, g1 : B∗ −→ C∗ be homotopic in Ch. Then g0∗, g1∗ : Hom(A∗,B∗) −→
Hom(A∗,C∗) are homotopic in S.

Proof. 1) We have a homotopy H : f0 ' f1, H : A∗ ⊗∆1 −→ C∗ (cf. Lemma 1.2
2)); hence a map

H∗ : Hom(C∗,B∗) −→ Hom(A∗ ⊗∆1,B∗)

satisfying δ∗i H
∗ = f∗i for i = 0, 1 where δi : A∗ −→ A∗ ⊗∆1 and

δ∗i : Hom(A∗ ⊗∆1,B∗) −→ Hom(A∗,B∗).

By the definition of a function complex in S, we have (cf. [6], Ch. 1)

(KL)n = S(L×∆n,K).

So we conclude:

Hom(A∗ ⊗∆1,B∗)n = Ch((A∗ ⊗∆1)⊗∆n,B∗) ∼= Ch(A∗ ⊗ (∆1 ×∆n),B∗)

≈ S(∆1 ×∆n,Hom(A∗.B∗)) ≈ (Hom(A∗,B∗)∆
1
)n.

Therefore there exists a natural homotopy equivalence by adjunction

θk : Hom(A∗ ⊗∆k,B∗) ∼= Hom(A∗,B∗)∆
k

, k = 0, 1.

To complete the proof, we need the following commutative diagram

Hom(C∗,B∗)

f∗i

²²

H∗
// Hom(A∗ ⊗∆1,B∗)

∂∗i

²²

∼=
θ1

// Hom(A∗,B∗)∆
1

∂∗i

²²
Hom(A∗,B∗)

∼= // Hom(A∗ ⊗∆0,B∗)
∼=
θ0

// Hom(A∗,B∗)∆
0

where ∂∗i are both induced by the mappings ∂i : ∆0 ⊂ ∆1. The commutativity fol-
lows from the naturality of θ.

This completes the proof that f∗0 ' f∗1 .
2) There exists a homotopy G : B∗ −→ C∗∆

1
between g0 and g1; hence we have

pi G = gi, i = 0, 1, where pi : C∗∆
1 −→ C∗ are the projections. Now we argue as in

the first case:

Hom(A∗,C∗∆
1
) ≈ Hom(A∗ ⊗∆1,C∗) ∼= Hom(A∗,C∗)∆

1

and obtain a homotopy commutative diagram

Hom(A∗,C∗∆
1
)

p̄∗i−−−−→ Hom(A∗,C∗)

G∗

x
xg∗i

Hom(A∗,B∗) Hom(A∗,B∗)

which furnishes a homotopy go∗ ' g1∗.
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A horn Λ̃n−1
k in some Hom(A∗,B∗) is a collection of (n− 1) simplexes σn−1

0 , . . . ,
σ̂n−1

k , . . . , σn−1
n which fit together at the boundaries like the boundary simplexes of

an n-simplex, with the exception of σn−1
k . Hence, we can identify Λ̃n−1

k with a
mapping

g : A∗ ⊗ Λn−1
k −→ B∗

and a filling ∆̃n of Λ̃n−1
k with a G : A∗ ⊗∆n −→ B∗, agreeing with g on Λn−1

k . This
observation will be crucial for the proof of 1) and 2) of the following lemma.

Lemma 4.4. 1) Let q : A∗ ⊂ B∗ be a cofibration in Ch. Then q∗ : Hom(B∗,C∗)
−→ Hom(A∗,C∗) is a fibration in S.

2) Let p : A∗ −→ B∗ be a fibration in Ch. Then

p∗ : Hom(C∗,A∗) −→ Hom(C∗,B∗)

is a fibration in S.

3) Let s : A∗ −→ B∗ be a weak equivalence in Ch. Then

p∗ : Hom(B∗,C∗) −→ Hom(A∗,C∗)

is a homotopy equivalence in S.

4) Let t : A∗ −→ B∗ be a weak equivalence in Ch. Then

t∗ : Hom(C∗,A∗) −→ Hom(C∗,B∗)

is a homotopy equivalence in S.

Proof. 1) The commutative diagram

C∗∆
n r∗−−−−→ C∗Λ

n−1
k

ḡ

x
xh̄

A∗ −−−−→
q

B∗

(3)

expresses the fact that a horn h(q ⊗ 1) : A∗ ⊗ Λn−1
k −→ C∗ has a filling g : A∗ ⊗

∆n −→ C∗ (h : B∗ ⊗ Λn−1
k −→ C∗ being itself a horn). Since r : Λn−1

k ⊂ ∆n is a
trivial cofibration, we can apply 3.7 to the effect that there exists a diagonalG : B∗ ⊗
∆n −→ C∗ displaying a filling of the original horn h, mapping in the expected way.

2) Now we consider the commutative square

A∗
p−−−−→ B∗

g

x
xh

C∗ ⊗ Λn−1
k −−−−→

1⊗r
C∗ ⊗∆n

(4)

where g is a given horn in Hom(C∗,A∗) and h a filling of the image of this horn
under p∗ : Hom(C∗,A∗) −→ Hom(C∗,B∗). Since 1⊗ r is a trivial cofibration (cf.



Homology, Homotopy and Applications, vol. 9(1), 2007 120

Lemma 2.2) we detect a lifting

G : C∗ ⊗∆n −→ A∗,

which is a filling of g which is mapped under p into h.
3), 4) These follow immediately from Lemma 4.3.

Proposition 4.5. There exists a composition

Hom(B∗,C∗)×Hom(A∗,B∗) −→ Hom(A∗,C∗) (5)

which is associative and has identities as in [6], Ch. 2 §2, i.e., Ch is an enrichment
over the category S.

Proof. The proof follows entirely the same pattern as in Ch. 2 of [6] adapted to our
present situation.

Suppose g : B∗ ⊗4n −→ C∗ and f : A∗ ⊗4n −→ B∗ are given n-simplexes in
these simplicial sets. Then we define h : A∗ ⊗4n −→ C∗ by

A∗ ⊗4n 1⊗d−→ A∗ ⊗ (4n ×4n) ∼= (A∗ ⊗4n)⊗4n f⊗4n

−→ B∗ ⊗4n g−→ C∗

where ∼= denotes now an associative EZ-homotopy equivalence (cf. §2 (3) and (4))
and d is the diagonal map.

Concerning the associativity of this composition law, we consider

f ∈ Hom(A∗,B∗)n, g ∈ Hom(B∗,C∗)n and h ∈ Hom(C∗,D∗)n;

hence f : A∗ ⊗4n −→ B∗, g : B∗ ⊗4n −→ C∗, h : C∗ ⊗4n −→D∗. Comparing
(hg)f with h(gf) amounts to checking the commutativity of a large but immedi-
ately established diagram. It turns out that this diagram is commutative, hence that
(hg)f = h(gf) whenever the diagram §2 (4) is commutative, which can be accom-
plished by choosing the appropriate EZ-map, as we pointed out in §2. This settles
the associativity of the composition law.

The existence of the identities follows entirely as in [6], Ch. 2 §2.

The next assertion is one of the basic properties of a tensored category. In our
case it follows more or less immediately from Theorem 4.2.

Theorem 4.6. There exists a natural homotopy equivalence of simplicial sets

Hom(A∗ ⊗K,B∗) ∼= Hom(K,Hom(A∗,B∗)) (6)

which is induced by the EZ-map §2 (3).

Proof. According to the various definition of function complexes and according to
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(2) we conclude:

Hom(A∗,B∗)n = Ch(A∗ ⊗4n,B∗)

Hom(K,Hom(A∗,B∗))n = S(K ×4n,Hom(A∗,B∗))

Hom(A∗ ⊗K,B∗)n = Ch((A∗ ⊗K)⊗4n,B∗)
∼=−→

Ch(A∗ ⊗ (K ×4n),B∗) ≈ S(K,Hom(A∗,B∗))n,

where ∼= refers to a homotopy equivalence, induced by §2 (3). Since all these map-
pings commute with boundary and degeneracy operators, this yields a homotopy
equivalence (6).

Remark 4.7. In the presence of §2 (3) the homotopy equivalence (6) follows imme-
diately from (2) (which is the 0-level of (6)). The homotopy equivalence in (6) is of
the same kind as the equivalence in §2 (3) which directly induces (6).

5. The axiom SM7 for ⊗-products

There are several formulations of D. Quillen’s axiom SM7 (cf. [6], [7]). In this
section we deal with the ⊗-product version:
SM7: Let q : A∗ ⊂ B∗ in Ch and j : K ⊂ L in S be cofibrations. Then there exists
a pushout

P∗ = A∗ ⊗ L ∪A∗⊗K B∗ ⊗K
in Ch and a mapping

w = (B∗ ⊗ j, q ⊗ L) : P∗ −→ B∗ ⊗ L
which is a cofibration. Moreover w is a trivial cofibration whenever q or j is a trivial
cofibration.

To be more precise: P∗ is the pushout in the diagram

A∗ ⊗K A∗⊗j−−−−→ A∗ ⊗ L
q⊗K

y
yq̃

B∗ ⊗K −−−−→
j̃

P∗.

(1)

According to Lemmas 2.2 and 2.4, A∗ ⊗ j and q ⊗K are cofibrations. Theorem 3.2
in [3] ensures that P∗ is a chain functor (hence this pushout exists in Ch).

Lemma 5.1. w is a cofibration.

Proof. Firstly, w is an inclusion, hence commuting with i′, l, ϕ, κ. Since q and
j are cofibrations, we have levelwise retractions q̂ : Bn −→ An, s : (B∗ ⊗ L)n −→
(B∗ ⊗K)n, t = q̂ ⊗ L : (B∗ ⊗ L)n −→ (A∗ ⊗ L)n, n ∈ Z, for q, B∗ ⊕ j and q ⊗ L
respectively.
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Let τ : B∗ ⊗K
⊕

A∗ ⊗ L −→ P∗ be the natural surjection and ρ : B∗ ⊗K −→
B∗ ⊗K

⊕
A∗ ⊗ L←− A∗ ⊗ L : ρ′ the coproduct injections. We have

q̃twq̃ = q̃t(q ⊗ L) = q̃ (2)

j̃swj̃ = j̃s(1B∗ ⊗ j) = j̃, (3)

where q̃, j̃ are from (1).
We claim that τ(t, s) is a levelwise, natural retraction for w; hence

τ(t, s)w = 1

(where (t, s) = ρ′t+ ρs), implying that w is a cofibration. Due to the universality
of a pushout, it is sufficient to verify that

τ(t, s)wq̃ = q̃, τ(t, s)w j̃ = j̃.

Since τρ′ = q̃, τρ = j̃, this follows from (2), (3), the commutativity of (1) and the
fact that

j̃swq̃ | (B∗ ⊗K \A∗ ⊗K) = 0, q̃twj̃ | (A∗ ⊗ L \A∗ ⊗K) = 0.

This completes the proof of Lemma 5.1.

Lemma 5.2. 1) Let q : A∗ ⊂ B∗ be a trivial cofibration in Ch. Then w is a trivial
cofibration.

2) Let j : K ⊂ L be a trivial cofibration in S. Then w is a trivial cofibration in
Ch.

Proof. First, observe that in (1) wq̃ = q ⊗ 1L, w j̃ = 1B∗ ⊗ j.
1) If q is a trivial cofibration, then q ⊗ 1K , q ⊗ 1L and q̃ are trivial cofibrations

(2.5 (2), 2.6 (1)). Hence by the two-out-of-three axiom (Quillen’s CM2), cf. [6], [7],
[11]) w is a trivial cofibration.

2) If j is a trivial cofibration, then 1A∗ ⊗ j, 1B∗ ⊗ j and j̃ are trivial cofibrations
(2.5 (1), 2.6). Again, CM2 confirms that w is a trivial cofibration.

We summarize:

Theorem 5.3. The model structure of Ch (cf. [4]) together with the ⊗-product
depicted in §1 satisfies axiom SM7.

6. SM7 for Hom

In a model structure, different formulations of SM7 turn out to be equivalent
(cf. [6], [7]). However since Ch does not have all (co-)limits which are needed for
proving such an equivalence, we present an independent proof for SM7 in the Hom-
formulation:
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Suppose q : A∗ −→ B∗ is a cofibration and p : X∗ −→ Y∗ a regular fibration in
Ch. We consider the pullback diagram in S:

P∗
q̃−−−−→ Hom(A∗,X∗)

p̃

y
yp∗

Hom(B∗,Y∗) −−−−→
q∗

Hom(A∗,Y∗).

(1)

P∗ ⊂ Hom(A∗,X∗)×Hom(B∗,Y∗) and the mapping

w : Hom(B∗,X∗) −→ P∗

are defined and determined by the properties

Hom(q,X∗) = q̃ w (2)

Hom(B∗, p) = p̃ w. (3)

In this case, the existence of P∗ ∈ S is not a problem, but we have to verify:

Proposition 6.1. w is a fibration in S.

Proof. Suppose we have a horn in Hom(B∗,X∗), hence an f : B∗ ⊗ Λn−1
k −→X∗

and two fillings g : A∗ ⊗∆n −→X∗, h : B∗ ⊗∆n −→ Y∗ (of f q ⊗ 1Λn−1
k

and pf

resp.) such that q∗ (h) = p∗(g) in Hom(A∗,Y∗). A pair with this property is a
filling of w(f) in P∗. This amounts to the existence of the commutative diagrams

A∗ ⊗∆n g−−−−→ X∗

A∗⊗r

x
xf

A∗ ⊗ Λn−1
k −−−−→

q⊗1
B∗ ⊗ Λn−1

k

(4)

in Chh (cf. §3) and

X∗
p−−−−→ Y∗

f

x
xh

B∗ ⊗ Λn−1
k −−−−→

1⊗r
B∗ ⊗∆n

(5)

X∗
p−−−−→ Y∗

g

x
xh

A∗ ⊗∆n −−−−→
q⊗1

B∗ ⊗∆n

(6)

in Ch.
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According to Lemma 4.4 1), 2) HomHomHom(q,XXX∗), HomHomHom(BBB∗, p) are fibrations. There-
fore there exist two fillings of f ,

F1, F2 : B∗ ⊗∆n −→X∗

with
F1 (q ⊗ 1) = g,

p F2 = h

F1(B∗ ⊗ r) = F2(B∗ ⊗ r) = f.

However we do not know that F1 = F2.
Because

h(q ⊗ 1) = p g,

we obtain
p F1 (q ⊗ 1) = p F2(q ⊗ 1);

hence
p(F1 − F2)(q ⊗ 1) = 0.

Since according to [3], Theorem 3.1 there exists a cokernel B∗/A∗ = C∗ of q, we
detect (because the ⊗-product is a right exact functor) a D : C∗ ⊗∆n −→ Y∗ such
that p(F1 − F2) = D ρ, ρ : B∗ ⊗∆n −→ B∗/A∗ ⊗∆n = C∗ ⊗∆n. There exists a
commutative diagram

X∗
p−−−−→ Y∗

λ

x
xD

C∗ ⊗ Λn−1
k −−−−→

1⊗r
C∗ ⊗∆n,

(7)

where λ is induced by F1 − F2, since

(F1 − F2)(B∗ ⊗ r)(q ⊗ 1Λn−1
k

) = (f − f)(q ⊗ 1Λn−1
k

) = 0.

We find in (7) a diagonal D̄ : C∗ ⊗∆n −→X∗, with p D̄ = D and set

F = F1 − D̄ρ.
We calculate:

p F = p F1 − p D̄ ρ = p F1 −Dρ = p F2 = h

F (q ⊗ 1∆n) = F1(q ⊗ 1∆n)− D̄ ρ(q ⊗ 1∆n) = F1 (q ⊗ 1∆n) = g

F | B∗ ⊗ Λn−1
k = F1 | B∗ ⊗ Λn−1

k − D̄ ρ | B∗ ⊗ Λn−1
k

= f − (F1 − F2) | B∗ ⊗ Λn−1
k (8)

= f

Hence F : B∗ ⊗∆n −→X∗ is a filling of the given horn f which is mapped into a
given filling under w in P∗.
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This confirms that w is a fibration (hence a Kan fibration) in S.

We summarize:

Theorem 6.2 (SM7). The mapping w is a fibration in S, hence a Kan fibration,
which is trivial, if either q is a trivial cofibration or p is a trivial fibration.

Proof. Let q be a trivial cofibration. Then HomHomHom(q,XXX∗), HomHomHom(q,YYY ∗) and q̃ are
trivial fibrations (4.4 1), 3) and 2.6 2)). So we can apply the Quillen axiom CM2)
for Ch to (2), confirming that w is a weak equivalence.

Suppose p is a trivial fibration. Then HomHomHom(XXX∗, p), HomHomHom(YYY ∗, p) and p̃ are trivial
fibrations in S (4.4 2), 4) and 2.6 2)). Again w is recognized as a trivial fibration
by applying CM2) and (3).

7. ss-model structure

It turns out that in the definition of a simplicial model structure, one can replace
the category S by suitable monoidal categories of spectra (such as the category
of symmetric spectra or the category of S-modules), establishing highly structured
model structures on the categories in question. For details concerning this well
developed theory we refer to [8], Ch. 4.

Although we are not going to pursue this further for the category Ch, we will
in this section try to investigate what happens if instead of S, one deals with the
stable category Sp of simplicial spectra.

According to [9], [10] a simplicial spectrum X = {X(q)} is a family of sets with
basepoint ∗, q ∈ Z, together with boundary and degeneracy operators ∂i : X(q) −→
X(q−1), si : X(q) −→ X(q+1), i > 0, satisfying the well-known identities for simpli-
cial sets and, in addition, the requirement that only finitely many ∂i σ, σ ∈ X(q)

be different from the basepoint. The elements σq ∈ X(q) are called simplexes of
degree q. The category of simplicial spectra is denoted by Sp. The advantage of
this category is its resemblance to the category of simplicial sets. In particular, the
subcategories of (abelian) group spectra play the same role as the corresponding
subcategories of simplicial sets.

In [10], to each X ∈ Sp is associated a family of simplicial sets Xp, p ∈ Z, in the
following way: An n-simplex ηn ∈ (Xp)n is a σn−p ∈ X(n−p), satisfying ∂0 · · · ∂nσ

n−p

= ∗, ∂i σ
n−p = ∗, i > n. It turns out that the family of simplicial sets {Xp} forms

a prespectrum, i.e. there are mappings in S

ΣXp −→ Xp+1

(cf. [10], §2).
It turns out that one can replace in the definition of a simplicial model category

the category S by the category Sp:

Definition 7.1. If for a given model category L, the category S in the definition
of a simplicial model structure is replaced by the category Sp, one obtains what we
call a simplicial stable model structure (= ss-model structure).
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In accordance with our terminology in §11, we are able to talk about an approx-
imate ss-model structure on the category Ch.

Without going into the details again. we are able to replace S in the construction
of the modified SM6, SM7 simplicial sets by simplicial spectra Sp. We recall that
A∗ ⊗K is defined by A∗ ⊗ C∗(K) and AK

∗ by A
C∗(K)
∗ ; hence, instead of K, the

associated chain complexes appear. So this works for simplicial sets as well as for
simplicial spectra K. By this procedure, a tensor product

−⊗− : L⊗Sp −→ L

and a cotensor product

( )( ) : L⊗Spop −→ L

are established, together with some Hom(L1, L2) ∈ Sp, L1, L2 ∈ L, satisfying the
modified properties SM6 and SM7 in §11. In order to be able to accomplish this,
we need that Ch is a stable model category (i.e. the suspension is invertible on the
homotopy level). By checking this we realize that we will lose the associativity (even
up to weak equivalences) of the tensor product (Lemma 2.7 for the tensor product
with S), because we can not find the analog of EZ-mappings in our case; they are
established by an inductive process, which unlike simplicial sets, is not available for
spectra.

In the same way as for simplicial sets, we associate with each X ∈ Sp a chain
complex C∗(X) ∈ ch of free abelian groups, which for each degree q is generated by
the simplexes of degree q, with boundary

dσq =
∞∑

i=0

(−1)i ∂i σ
q

which is, according to the definition of simplicial spectra, in fact a finite sum.
A cofibration in Sp is an inclusion. A fibration p : X −→ Y is defined in complete

analogy to a Kan fibration in S by the requirement that a given horn Λq−1
k in X

has a filling, which is mapped under p into a given filling of the image of this horn
p(Λq−1

k ) in Y . Instead of defining weak equivalences in Sp directly, we simply take
all those f ∈ Sp(X,Y ) for which C∗(f) becomes a chain homotopy equivalence in
ch. We do not claim (nor do we know) whether this defines a model structure in
Sp. The authors did not find any reference to the existence of a model structure
for Sp specifically implementing these classes of morphisms. All these definitions
are sufficient to establish Proposition 2.5 for simplicial spectra instead of simplicial
sets:

Proposition 7.2. 1. Suppose that j : K ⊂ L is a (trivial) cofibration in Sp and
that A∗ ∈ Ch. Then A∗ ⊗ j is a (trivial) cofibration in Ch.

2. Let q : A∗ ⊂ B∗ be a (trivial) cofibration in Ch, X ∈ Sp. Then q ⊗X is a
(trivial) cofibration in Ch.

In the same manner, we note that all results of §3 can be immediately formu-
lated with Sp replacing S. In particular, we have the following kind of adjointness,
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deduced from (5) of §3:

Ch(A∗ ⊗X,B∗) ≈ Chh(A∗,B∗X), X ∈ Sp, A∗, B∗ ∈ Ch, (1)

where
( )( ) : Ch⊗Spop −→ Chh

is the cotensor functor from §3. Proposition 3.7 carries over immediately.
We come to property SM7 for the tensor product and note that the proof of

Theorem 5.3 immediately yields:

Theorem 7.3. The tensor product

−⊗− : Ch×Sp −→ Ch (2)

described above satisfies SM7:
Let q : A∗ ⊂ B∗ be a cofibration in Ch and j : X ⊂ Y be a cofibration in Sp. Then

there exists a pushout P∗ = A∗ ∪A∗⊗X B∗ ⊗ Y in Ch and a mapping

w = (B∗ ⊗ j, q ⊗ Y ) : P∗ −→ B∗ ⊗ Y
which is a cofibration. Moreover w is a trivial cofibration whenever either q or j is
a trivial cofibration.

Suppose A∗, B∗ ∈ Ch. Then we define a simplicial spectrum Hom(A∗,B∗) in
the following way: Let K∗ ∈ ch. Then we define a suspension ΣtK∗ by

(ΣtK)n+t = Kn, t ∈ Z.
Now we set

Hom(A∗,B∗)t =
∞⋃

n=0

Ch(A∗ ⊗ Σt∆n,B∗)/ ∼ , t ∈ Z, (3)

where the equivalence relation is defined by identifying ∆n−1 with ∂n ∆n. Bound-
aries and degeneracies are induced by those of ∆n. It is obvious that Hom(A∗,B∗)
is an object of Sp and that

Hom : Chop × Ch −→ Sp

is a functor.
We can now transfer all results from §4; in particular the adjointness

Sp(X,Hom(A∗,B∗)) ≈ Ch(A∗ ⊗X,B∗), (4)

and Theorem 4.2, Lemma 4.4 to our present case. As a result we obtain SM7 for
the Hom-functor:

Theorem 7.4. Let q : A∗ ⊂ B∗ be a cofibration and p : X∗ −→ Y∗ a regular fibra-
tion in Ch, P ∈ Sp the pullback as in §6 (1), w = (q∗, p∗) ∈ Sp(Hom(B∗,X∗), P ).
Then w is a fibration in Sp, which is trivial, if either q is a trivial cofibration or p
a trivial fibration.

Remark 7.5. 1) Analogously to what we did in Lemma 2.8, we can now define the
suspension of a chain functor A∗ by A∗ ⊗ ΣS0, where S0 denotes the sphere
spectrum ([10], §2, Example 2.2).
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2) The advantage of the category Sp is the fact that the verification of all prop-
erties of a ss-model structure is not much more than a repetition of the related
proofs for S in the previous sections. The disadvantage of the choice of Sp
is embodied in the absence of some pleasant properties of this category in
comparison with the categories of spectra mentioned at the beginning of this
section.

8. Ch and the proper model category structure

In this section we verify that Ch satisfies the condition of a (left and right) proper
model structure.

Let K be any category satisfying all conditions of a model category, with the
possible exception of CM1.

(LP) K is called left proper whenever the following holds: Let

A
q−−−−→ C

s

y
ys̄

E −−−−→
q̄

P

(1)

be a pushout diagram, q a cofibration, s a weak equivalence. Then s̄ is a weak
equivalence.

(RP) K is right proper whenever the following holds: Let

L
p̄←−−−− P

s

y
ys̄

B ←−−−−
p

E

(2)

be a pullback diagram, p a fibration and s a weak equivalence. Then s̄ is a weak
equivalence.

(P) A category K is proper if it is left and right proper.

Concerning this definition and its applications in the general theory of model
structures, we refer to [7].

We are going to prove:

Theorem 8.1. The category Ch is proper. More precisely, whenever the pushout
(1) (resp. pullback (2)) exists, (LP) (resp. (RP)) holds.

For this and the following proofs we only need some intrinsic properties of the
category Ch, and not specific properties of chain functors, so we denote the objects
simply by A,B,C, . . . rather than by A∗, . . ..

A mapping q : A −→ C is a cofibration whenever a homotopy ω : f ' g : A −→
X, f = f ′ q, f ′ : C −→ X, determines a homotopy ω′ : f ′ ' g′ such that ω′ q = ω
and therefore g′ q = g.

We concentrate our efforts on a proof of:
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Proposition 8.2. The category Ch is left proper.

We need:

Lemma 8.3. There exists a t̄ : P −→ C such that t̄ s̄ ' 1.

Proof. Since s is a weak equivalence in Ch, hence a homotopy equivalence, we have
a t : E −→ A and a homotopy ω1 : ts ' 1. So we have ω = qω1 : qts ' q. Since q
is a cofibration, we detect an a : C −→ C and a homotopy ω′ : a ' 1, such that
ω′q = ω, aq = qts. Since (1) is a pushout diagram, there exists a t̄ : P −→ C such
that t̄q̄ = qt, t̄s̄ = a. This implies t̄s̄ ' 1.

It turns out to be helpful for the proof of Lemma 8.5 as well of independent
interest to include the following assertion, together with a proof in our present
terminology (cf. 2.6):

Proposition 8.4. 1) Let (1) be a pushout diagram in Ch, q a cofibration. Then
q̄ is a cofibration.

2) Let (2) be a pullback diagram and p be a fibration. Then p̄ is a fibration.

Proof. We deal with the first assertion: Suppose ω : f ' g, g = g′ q̄ : E −→ X.
Then, because q is a cofibration, we find a homotopy ν : g′s̄ ' h such that νq =
ωs, qh = fs. Now we apply the fact that in the category Ch, a homotopy γ : f0 '
f1 : X −→ Y can be expressed by a mapping γ = Hγ : X −→ Y I such that pi Hγ =
fi, i = 0, 1 (cf. [4], Proposition 1.4). So for Hω : E −→ XI and Hν : C −→ XI there
exists, by the pushout property of (1), a unique ω′ : g′ ' h′ satisfying ω′q̄ = ω and
h′q̄ = f . This confirms that q̄ is a cofibration. The assertion about pullbacks and
fibrations is entirely dual.

Lemma 8.5. There exists a homotopy s̄ t̄ ' 1; hence s̄ is a weak equivalence in Ch.

Proof. According to Proposition 8.4, we detect a b : P −→ P and a homotopy
ν : s̄t̄ ' b such that bq̄ = q̄, yielding a homotopy α : E −→ P I satisfying

α0 = p0 α = s̄t̄q̄, α1 = p1 α = 1P q̄.

There also exists a homotopy bs̄ ' s̄t̄s̄ ' s̄ (using 8.3), hence a homotopy β : C −→
P I , satisfying

β0 = s̄t̄s̄, β1 = 1P s̄,

β q = α s.

Since (1) is a pushout diagram, there exists a unique (right) homotopy γ : P −→ P I

satisfying
γq̄ = α, γs̄ = β.

The uniqueness property of γ implies

γ0 = s̄t̄, γ1 = 1P .
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Proof of 8.2. Follows immediately from 8.3 and 8.5.

Proof of 8.1. All conclusions in the preceding proofs can immediately be dualized
(replacing cofibrations by fibrations, pushouts by pullbacks and right homotopies
by left homotopies X × I −→ Y ).

9. Proof of Proposition 1.1

For this purpose we need the definition of a chain functor, hence the properties
CH1–CH7 which are recorded e.g. in [3], §7 or in [4], §9 and in §10 of the present
paper. In addition we need the following:

Lemma 9.1. Let A∗ be any chain functor, dc = kz, c ∈ A∗(X,U), k ∈ Z. Then
there exist z′, c′ ∈ A′∗(X,U), ui ∈ A∗(U,U), i = 1, 2, u3 ∈ A∗(U) such that

lz′ + q# u1 ∼ z, dz′ ∈ im i′

lc′ + q# u2 = c+ dw, w ∈ A∗(X,U)

kz′ + i′ u3 = dc′.

Proof. This is [2], Lemma 1.1.

The proof of Proposition 1.1, which we are going to display in detail, consists
mainly of an analysis of the proof of the Künneth formula

0→ (H∗(A∗(X,U))⊗H∗(K∗))n → Hn(A∗ ⊗K∗)(X,U)
→ (H∗(A∗(X,U)) ? H∗(K∗))n−1 → 0. (1)

The defining properties of a chain functor are, for the reader’s convenience, recorded
in §10.

Proof of Proposition 1.1. Observe that A∗(X,U), as well as K∗, are free chain com-
plexes, so that (1) holds. For this we need only thatH(A∗ ? K∗) = 0 (cf. [5], Ch. VI).

Property CH1 provides the ingredients of a chain functor like (A∗ ⊗K∗)′∗ l, i′,
ϕ, κ. This was already accomplished in §1. Property CH2 states that all inclusions
induce monomorphisms and that H∗(A∗ ⊗K∗)(X,X) = 0. This has been already
accomplished in §1 or follows immediately from (1). Let p : (X,U) −→ (Y, V ) be an
excision map. Then p induces an isomorphism in homology for A∗; hence, because
(1) is natural, an isomorphism for B∗(p) = A∗(p)⊗K∗. This confirms property
CH6.

Since A∗(X,U) as well as K∗ is free, the former with a natural basis, we conclude
that B∗(X,U) = A∗(X,U)⊗K∗ is also free, with a natural basis. This confirms
CH7. Property CH5 for B∗ follows immediately from the same property for A∗.

We now have to verify CH3 and CH4; what are cycles z ∈ Zn(B∗(X,U))? Accord-
ing to (1), we can assume that they are sums of two different types of cycles:
ζ 1) ẑ = zA ⊗ zK , dzA = 0, dzK = 0
ζ 2) z̃ = zA ⊗ b+ (−1)p+1 a⊗ zK , dim zA = p, where for some m ∈ Z we have

da = m zA, db = m zK .
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The first one appears as a special case of the second one by setting da = 0, zA = 0.
Let ẑ be a cycle and assume that there exists a m ∈ Z and a b ∈ K∗ such that

db = m zk. Then ẑ is bounding, whenever there exist t1, t2 ∈ A∗ such that

ẑ = d(t1 ⊗ zK + t2 ⊗ b),
hence, dt2 = 0, zA = dt1 + (−1)p mt2.

If a cycle t̃ of the form ζ 2) is bounding. Then

zA ⊗ b+ (−1)p+1a⊗ zK = d(x⊗ b+ (−1)p+1 t⊗ zK);

hence dx = zA, a−m x = dt.

CH3: Let ẑ = zA ⊗ zK , zA ∼ lz′A + q#u1. Then ẑ ∼ l(z′A ⊗ zK) + q#u1 ⊗ zK , z
′
A ∈

A′∗(X,U), u1 ∈ A∗(U,U).
Let z̃ = zA ⊗ b+ (−1)p+1 a⊗ zK be a cycle, with zA ∼ lz′A + q# u1 and a = la′ +

q# u2 + dw as in Lemma 9.1. Then

z̃ ∼ lz′A ⊗ b+ (−1)p+1l a′ ⊗ zK + q#(u1 ⊗ b+ (−1)p+1u2 ⊗ zK)

= l z′ + q# ũ, dz′ ∈ im i′.

CH4:

ker ψ ⊂ ker ∂̄. (2)

Assume ẑ = zA ⊗ zK = d(t1 ⊗ zK + t2 ⊗ b). Then we have dt2 = 0, db = mzK , ẑ =
lz′A ⊗ zK + q# (u1 ⊗ zK), zA = dt1 + (−1)pmt2, hence dt1 = l(z′A + (−1)p+1mt′2)
+ q#(−1)p+1mu2 + u1 and, due to CH4 for A∗:

d(z′A + (−1)p+1 m t′2) = du, u ∈ A∗(U).

d(z′A ⊗ zK) = (−1)pm dt′2 ⊗ zK + d(u⊗ zK) ∈ B∗(U).

This confirms (2) for ẑ.
Suppose z̃ = zA ⊗ b+ (−1)p+1 a⊗ zK = d(x⊗ zK + (−1)p+1t⊗ b) = l z̃′ + q# ũ.

We know already that zA = dx, a−mx = dt.
We have:

z̃ = zA ⊗ b+ (−1)p+1 m x⊗ zK + (−1)p+1(a−mx)⊗ zK

= z̃1 + ẑ2 = l z̃′1 + q# ũ1 + l z̃′2 + q# ũ2,

and calculate:

dz̃′1 = dz′A ⊗ b+ (−1)p (m z′A −m dx′)⊗ zK ,

x = l x′ + q# u2 + dw. Due to CH4 for A∗ and because m zA is bounding, we con-
clude that

zA = l z′A + q# du, u ∈ A∗(U).

Hence

dz̃′1 = −du⊗ b+ (−1)p+1m u⊗ zK + (−1)pd(m u2)⊗ zK
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= −d(u⊗ b− du2 ⊗ b).
Since u⊗ b− du2 ⊗ b ∈ B∗(U), this yields (2) for z̃1. The case of ẑ2 has already
been settled earlier. This confirms (2) for z̃.

We come to the verification of

ker j∗ ⊂ ker p∗ κ∗ (3)

for B∗. Firstly we observe that this is equivalent to the following formulation: Let
A∗ be any chain functor, z ∈ A∗(X,U) a cycle, satisfying j# z ∼ 0 in A∗(X,U).
Then there exists u ∈ A∗(U), x ∈ A∗(X) such that

z = i# u+ dx. (4)

The original formulation of (3) ensures the existence of a u ∈ A∗(U), as well of
x′ ∈ A′∗(X,U), such that

κ z = i′ u+ dx′. (5)

Application of ϕ to (5) yields (4). In the same way, we use i′ = κ i# to deduce (5)
from (4).

We merely have to deal with z̃ = zA ⊗ b+ (−1)p+1 a⊗ zK ; the case ẑ = zA ⊗ zK

is included in the first one by setting zA = 0, da = 0.
Recall that j# zA = dx, j# a−m x = dt, da = m zA, db = m zk.
First of all we establish a representation

x = lx′ + q#v + ds, v ∈ A∗(U,U), dv ∈ A∗(U), x′ ∈ A′∗(X,U) (6)

in the following way: Since dx = j#zA, we have, due to CH4 for A∗,

zA = i#w + dy, w ∈ A∗(U), y ∈ A∗(X); (7)

hence

dx = j# i# w + dj#y,

implying that c = x− (q#w̄ − j#y), dw̄ = w, w̄ ∈ A∗(U,U) is a cycle. By CH1, c =
lc′ + q#w1 + ds1, dw1 ∈ A∗(U), w1 ∈ A∗(U,U), s1 ∈ A∗(X,U). As a result

x = lc′ + j#y + q#w̄ + ds2,

but there exists an x′ ∈ A′(X,U) such that lx′ = lc′ + j#y, confirming (6).
Now we calculate:

j#zA = dlx′ + dv,

j#a = mlx′ +m q#v + d(t+ms),

j#(a−mϕx′) = m q#v + dt1, t1 ∈ A∗(X,U).

We interpret j#(a−m ϕx′) as (j#(a−m ϕx′)−m q#v)′ and deduce from CH4
(for A∗) that mv = dv̄, v̄ ∈ A∗(U).
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Now we again apply CH4 to the result that

a−m ϕx′ = v2 + dy2, v2 ∈ A∗(U), y2 ∈ A∗(X). (8)

Now (7) implies
j#(dy − dϕx′ − i#dv) = 0,

hence

dy = dϕx′ + i#w3, w3 ∈ A∗(U). (9)

Now we calculate:

zA ⊗ b+ (−1)p+1 a⊗ zK

= i# w ⊗ b+ (−1)p+1 i# v2 ⊗ zK

+ [d y ⊗ b+ (−1)p+1 m ϕ x′ ⊗ zK + (−1)p+1 dy2 ⊗ zK ]
= i# (w + w3)⊗ b+ i# (−1)p+1v2 ⊗ zK

+ dϕ x′ ⊗ b+ (−1)p+1 m ϕx′ ⊗ zK + d(y2 ⊗ zK)
= i# (w̃ ⊗ b+ (−1)p+1v2 ⊗ zK) + d(ϕx′ ⊗ b+ y2 ⊗ zK).

This completes the proof of CH4 and therefore of Proposition 1.1.

We have the following immediate corollary of Proposition 1.1:

Corollary 9.2. The construction of the tensor product in §1 leads to a functor

−⊗− : Chh× ch −→ Chh.

Proposition 9.3. The assignment

A∗ 7−→ AK∗∗ , A∗ ∈ Ch or A∗ ∈ Chh

yields a functor
Chh×Sop −→ Chh.

Proof. Here we apply the ∗\-convention of A. Dold (cf. [5], Ch. VI, §2), replacing the
Künneth formula (1) by the corresponding Künneth formula for function complexes
([5], Theorem 10.11)

0→ Ext(H∗(K∗),H∗(A∗(X,U)))n+1 → Hn(AK∗∗ (X,U))
→ Hom(H∗(K∗),H∗(A∗(X,U))n → 0, (10)

and proceed with the translation of the proof of Proposition 1.1 according to
A. Dold’s ∗\ convention. Details are left to the reader.

10. The definition and motivation of a chain functor

For the reader’s convenience and to make the present paper independent, we
include here the definition of a chain functor based on [3], §7. This will be essential
for the detailed verification of the chain functor properties in §9. We refer to [1] or
[2] for further details about chain functors.
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It would be advantageous to define a homology theory h∗( ) as the derived homol-
ogy of a functor

C∗ : K −→ ch,

where K is the category on which h∗ is defined. For us this will be always either a
subcategory of the category of all pairs of topological spaces, or of pairs of spectra
or of pairs of CW spaces, of CW spectra, or their simplicial counterparts. ch denotes
the category of chain complexes of free abelian groups and chh denotes the category
of not necessarily free chain complexes.

Let (X,U) ∈ K be a pair. Then one would like to have an exact sequence (writing
C∗(X) instead of C∗(X, ∅))

0 −→ C∗(U)
i#−→ C∗(X)

j#−→ C∗(X,U) −→ 0 (1)

such that the associated boundary ∂̄ : Hn(C∗(X,U)) −→ Hn−1(C∗(U)) induces the
boundary ∂ : hn(X,U) −→ hn−1(U) of the homology theory h∗( ).

We call a homology theory h∗( ) ≈ H∗(C∗( )), where C∗( ) is of this sort, flat.
Due to a result of R. O. Burdick, P. E. Conner and E. E. Floyd (see [1] for further
reference) this implies, for K the category of CW pairs, that h∗( ) is a sum of
ordinary homology theories, i.e. of those satisfying a dimension axiom, although
not necessarily in dimension 0. We call a functor C∗ equipped with a short exact
sequence (1) and determining the boundary operator a chain theory for h∗. The
non-existence of such a chain theory gives rise to the theory of chain functors.

A chain functor C∗ = {C∗, C ′∗, l, i′, κ, ϕ} is a pair of functors C∗, C ′∗ : K −→ ch,
natural inclusions i′ : C∗(U) ⊂ C ′∗(X,U), l : C ′∗(X,U) ⊂ C∗(X,U), non-natural
chain mappings

ϕ : C ′∗(X,U) −→ C∗(X)

κ : C∗(X) −→ C ′∗(X,U),

satisfying conditions CH1–CH7 below:

CH1: There exist (of course in general non-natural) chain homotopies ϕκ ' 1,
j# ϕ ' l (j : X ⊂ (X,U)), as well as an identity

κ i# = i′, i : U ⊂ X.
CH2: All inclusions k : (X,U) ⊂ (Y, V ) induce monomorphisms on C∗. Each

C∗(X,X) is acyclic.

It should be observed that the chain complexes C∗(X,U) appearing in (1) are not
identical to the chain complexes C∗(X,U) appearing in a chain functor. The latter
have the property that for all pairs (X,U), one has inclusions C∗(X) = C∗(X, ∅) ⊂
C∗(X,U) ⊂ C∗(X,X). These groups cannot be members of a short exact sequence
(1).

Needless to say, C ′∗, as well as φ, κ, are not determined by the functor C∗(−,−)
but are additional ingredients of the structure of a chain functor.

Instead of the exact sequence (1) for chain theories we are now, in the case of a
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chain functor, dealing with the sequence

0 −→ C∗(U) i′−→ C ′∗(X,U)
p−→ C ′∗(X,U)/im i′ −→ 0 (2)

and there exists a homomorphism

ψ : H∗(C ′∗(X,U)/im i′) −→ H∗(C∗(X,U)) (3)

[z′] 7−→ [l(z′) + q#(ā)]

where z′ ∈ C ′∗(X,U), dz′ ∈ im i′, q : (A,A) ⊂ (X,U), ā ∈ C∗(U,U), dā = −dz′. By
this assignment, ψ is readily defined.

CH3: It is assumed that ψ is epic.

Since C∗(U,U) is acyclic and dz′ ∈ im i′, there exists an ā with q#(ā) = −dl(z′)
and [l(z′) + q#(ā)] turns out to be independent of the choice of ā.

This assumption implies that whenever (1) holds, i.e. whenever we are dealing
with a chain theory, each cycle z ∈ C∗(X,U) is homologous to a cycle of the form
l(z′) + q#(ā), with z′ being a relative cycle, the analogue of a classical relative cycle
z ∈ C∗(X) with dz ∈ im i#.

Suppose ∂̄ : Hn(C ′∗(X,U)/im i′) −→ Hn−1(C∗(U)) is the boundary induced by
the exact sequence (2).

CH4: We assume

ker ψ ⊂ ker ∂̄. (4)

Moreover

ker j∗ ⊂ ker p∗ κ∗, (5)

with e.g. κ∗ denoting the mapping induced by κ for the homology groups.

CH5: Homotopies H : (X,U)× I −→ (Y, V ) naturally induce chain homotopies
D(H) : C∗(X,U) −→ C∗+1(Y, V ) that are compatible with i′ and l.

The derived (or associated) homology of a chain functor

h∗(X,U) = H∗(C∗(X,U))

(resp. for the induced mappings), has a boundary operator ∂ : Hn(C∗(X,U)) −→
Hn−1(C∗(U)) determined by ∂̄: Given ζ ∈ Hn(C∗(X,U)) we choose a lift z′, which
exists by CH3, a representative l(z′) + q#(ā) ∈ ζ and set

∂ ζ = ∂̄[z′] = [i′−1 d z′].

This turns out to be independent of the choices involved.
This h∗( ) satisfies all properties of a homology theory with the possible exception

of an excision. Let us assume that in K2 there are some mappings p : (X,U) −→
(X ′, U ′) serving as excision maps (of some kind, e.g. p : (X,U) −→ (X/U, ?)). Then
it is convenient to add:

CH6: Let p be an excision map. Then p∗ = H∗(C∗(p)) is required to be an isomor-
phism.
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This H∗(C∗( )) = h∗( ) turns out to be a homology theory. Moreover, under very
general conditions on K, every homology theory h∗( ) is isomorphic to the derived
homology of some chain functor (see [1] for further references).

Let λ : C∗ −→ L∗, λ′ : C ′∗ −→ L′∗ be natural transformations, where C∗, L∗ are
chain functors compatible with i′, l and the natural homotopies of CH5. Then we
call λ : C∗ −→ L∗ a transformation of chain functors. Such a transformation induces
obviously a transformation λ∗ : H∗(C∗) −→ H∗(L∗) of the derived homology. This
furnishes a category Ch of chain functors. A weak equivalence in Ch is a λ : C∗ −→ L∗
which has a homotopy inverse.

Furthermore we can introduce the homotopy category Chh with chain homo-
topy classes of transformations of chain functors as morphisms (alternatively, Chh =
Ch/{W}, W = class of weak equivalences, i.e. all weak equivalences in Ch/{W} =
Chh become strict equivalences (hence isomorphisms) in a universal way.

Finally, we assume that a chain functor C∗ satisfies:

CH7: All chain complexes C∗(X,U) are canonically free (i.e. all Cn(X,U) are free
abelian groups with a natural basis b (cf. Theorem 3.1 and [4], Lemma 9.1).

11. Review of simplicial model structures

Although we assume that the reader is familiar with the definition of a simplicial
model structure, it is advisable to note briefly that the two axioms SM6, SM7 of a
simplicial model structure must be fulfilled in addition to CM1–CM5. In the text,
we will always point out what special modifications are necessary when dealing with
the category Ch. Concerning simplicial model categories, we refer the reader to [6]
concerning further details or to any other excellent treatment of this subject; e.g.
D. Quillen’s original survey [11] or M. Hovey’s book [8].

Definition 11.1. (SM6) A category C is a simplicial category whenever there exists
a mapping space functor

HomC(−,−) : Cop × C −→ S

such that for objects A,B ∈ C

(1)

HomC(A,B)0 = homC(A,B);

(2) the functor

HomC(A,−) : C −→ S

has a left adjoint

A⊗− : S −→ C

which is associative in the sense that there is an isomorphism

A⊗ (K × L) ∼= (A⊗K)⊗ L
which is natural in A ∈ C and in K,L ∈ S;
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(3) the functor HomC(−, B) : Cop −→ S admits a left adjoint

BK : S −→ Cop.

Some authors call this an enrichment of the category C. Someone primarily inter-
ested in the existence of the tensor product will talk about about tensored categories.
There are several other terminologies in use.

Definition 11.2. (SM7) Assume that C is a closed model category and a simpli-
cial category in the sense of Definition 11.1. Let q : A −→ B be a cofibration and
p : X −→ Y be a fibration. Then

HomC(B,X)
(j∗,p∗)−→ HomC(A,X)×HomC(A,Y ) HomC(B, Y )

is a fibration in S (hence a Kan fibration) which is a trivial fibration if j or p is
trivial.

There is a dual formulation which in a model category turns out to be equivalent
to SM7:

Definition 11.2′ (SM7) Let q : A∗ ⊂ B∗ in C and j : K ⊂ L in S be cofibrations.
Then there exists a pushout

P∗ = A∗ ⊗ L ∪A∗⊗K B∗ ⊗K
in C and a mapping

w = (B∗ ⊗ j, q ⊗ L) : P∗ −→ B∗ ⊗ L
which is a cofibration. Moreover w is a trivial cofibration whenever q or j is a trivial
cofibration.

For the case of the category Ch, we are not able to introduce a tensor product
⊗ and a function object AK

∗ satisfying all conditions of Definition 11.1. There are
modifications necessary which are explained in detail in §1–§4.

In §1, a tensor product is established which is not fully associative but only
associative up to weak equivalences (§2 (3), Lemma 2.7). The existence of HomCh =
Hom is the subject of §4, Lemma 4.1. In our case, the function object AK

∗ , K ∈
S, A∗ ∈ Ch appears in a larger category Ch ⊂ Chh, whose relationship with Ch is
treated in §3.1 and 3.2. The required adjointness between the tensor product and
the function object is displayed in Theorem 4.6.

The two different formulations of SM7 are the subject of §5 for the tensor product
formulation and §6 for the Hom formulation.

In order to have a notation available, we call this modified simplicial model
structure an approximate simplicial model structure and we consequently speak of
an approximate simplicial model category.

We can now summarize the results of §1–§6:

Theorem 11.3. The category Ch carries the structure of an approximate simplicial
model category.

Special remarks concerning the specific situation of the category Ch are always
included.
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