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METRIC SPACES WITH GEODESIC RICCI CURVES. I 

JACK LEVINE 

1. Introduction. The problem of determining all Riemannian 
spaces of three dimensions admitting geodesic Ricci curves has been 
solved by G. Ricci* and P. Walbererf using, however, different meth­
ods. Although they obtained all such Vz, the complete explicit de­
termination of all such Vn for n>3 does not seem possible because 
of the increased number and complexity of the differential equations 
which arise. 

In this paper the following two problems related to the above prob­
lem will be considered. 

In the first problem we suppose given a set of linearly independent 
vectorsJ X̂ j and wish to determine necessary and sufficient condi­
tions on the Xa| in order that a set of scalars #«(^0) exist which will 
define a metric space Vn with a metric determined by 

(i) g*' = S ^ M X A I , 

h 

where 

(2) X0| = 0a\a\, 

and eh ( = ± 1) are arbitrary; and such that the congruences of curves 
defined by the X*| will be geodesies in the Vn thus determined. (The 
vectors Xjj define the same congruences as do the X^, and these con­
gruences form an orthogonal ennuple in the Fw.) 

In the second problem we assume that these conditions on the Xl
a| 

have been determined and that the n congruences defined by à set 
of X„| are geodesies in the Vn determined by 

h 

we then find necessary and sufficient conditions that, with respect 
to the metric (1), the congruences be geodesic Ricci curves. 

* G. Ricci, Sulle varieta a tre dimensioni dotate die terne principali di congruenze 
geodetiche, Rendiconti della Reale Accademia dei Lincei, (5), vol. 27 (1918), pp. 21-28, 
75-87. 

t P. Walberer, Riemannsche Raume mit geodatischen Riccikurven, Hamburger 
Abhandlungen, vol. 10 (1934), pp. 152-168. 

t All indices take the values 1, 2, • • • , n unless otherwise noted. 



146 JACK LEVINE [February 

The method of Walberer is followed, and we obtain generalizations 
to n dimensions of his conditions for 3 dimensions.* 

2. Geodesic congruences. In this section we solve the first of the 
two problems stated in the introduction. 

An orthogonal ennuple of unit vectors, X*j, of a Vn will determine 
geodesic congruences iff 

(3) yiaa = 0, a not summed, 

where 

7lhk — Xii*fyXfc|XA!| , 

are the Ricci coefficients of rotation.! 
The congruences are determined from the equations 

dxl dx2 dxn 

( 4 ) ^ = ^ = '" = ^ ' 
a\ a\ a\ 

and are defined by the \\\ to within a scalar factor, that is, the \\\ 
given by (2) will define the same congruences as will the X* (. If then 
we wish to determine our conditions on the X„| which make these 
congruences geodjesics with respect to (1) we form equations (3) with 
X*| replaced by \\\ given by (2). The resulting equations in 8a as 
unknowns must have solutions and this requirement leads to the de­
sired conditions on the X^. 

We begin by replacing (3) by more suitable equations. If the op­
erators Aa are defined by 

' d 
Aa = Xa| y 

dxx 

their integrability conditions take the form§ 
(Aa, A6) = AaA6 - AftAa = YL ei(7iab ~ 7;&a)A;. 

We write this in the form 

k 
(A0 , A6) = Cabàk, 

* New conditions are also obtained which do not appear for n = S. 
t L. P. Eisenhart, Riemannian Gepmetry, p. 100. References to this book will be 

in the form RG. 
t RG, pp. 97-98. 
§ RG, p. 99. 
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so that 

Cij = = &k\Ykij ykj'i) = = Cji> 

These equations can be solved to give 

(5) y ijk = \{eiCjk + efki + ekCji). 

In terms of the c's the conditions (3) for geodesies become 

(6) Cij = 0, j not summed. 

We also remark, for later use, that the Jacobi identities 

(A,, (Ay, A,)) + (A3-, (A,, A,)) + (A,, (A,, A,)) = 0 

are equivalent to the conditions 

/>7\ l A l A l h l h I h I 

(7) AiCjk + kjCki + &kCij = — \CjkCih + CkiCjh + CijCkh)-

Writing 

we h a v e 

from which 

(8) 

(9) 

where 

we ob ta in 

Aa = 0aAa, 

- - k -

(A a , A6) = Cab&k, 

_k ®$i k 
Cij = = ~ Cij j 

Ok 

6i/ = = "j\C%j M i j / > 

k 5* i,j, 

i 9*j, 

m = log Si, va = Ajfii. 

The conditions (6) for geodesies in the barred quantities are c# = 0, 
(J not summed), and from (9) these conditions become 

(10) m f = AjHi = Cij, i 7* j . 

These equations in the 0a as unknowns must have solutions* and 
their integrability conditions give us our conditions on the X*|. 

Forming the integrability conditions for (10), we obtain 

* Of course, we do not assume c{i = 0, (i not summed), as this condition need only 
be satisfied by c\r 

file:///CjkCih
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k k h 

(Ai} Aj)y,k = AiCicj — AjCjci = CijAhfiky k 9e i , j , 

or 
k k k h k 

(11) CijAkHk = AiCkj — kfki — CijCkh, k 9e i,j; k not summed. 

If in (7) we put l = k (without summing), and transpose appropriate 
terms, we obtain 

k k h k k h k h k 

AiCjcj — AjCki — CijCkh — AjcCij + CjkCih + CjciCjh, k not summed. 

Substitution from this equation into (11) gives 

k k h k h k 

(12) CijAkixk = Akdj + CjhCih + CkiCjht k 9e i, j \ k not summed. 

The equations (12) are the desired integrability conditions of (10). 
If £# = 0, (ky^iy j), for every k, equations (12) are satisfied identi­

cally. We thus assume that for each k there is at least one C^T^O. 
We can then write (12) in the form* 

. . I k h k h k L • • 

(13) AjcfXk = — (Akdj + CjkCa + CkiCjh), k ^ h J ) 

4' 
and equations (13) are to hold for all i,j such that c^j9

é0. 
Since the left member of (13) is independent of i,j, so must be the 

right member, that is, we must have 

/<A\ ^ f * k l h k < h k \ ^ , A k l h k l h k \ TTk 

( 1 4 ; — (AkCij + CjkCih + CkiCjh) = " y \AkCab + CbkCah + CkaCbh) = ti . 
cij cab 

Equations (14) are to hold for all i, j , a, b such that 

k k 

Cij 9e 0 , Cab 9e 0 , k 9e i, j , a, b. 

We now consider (13) and (10) combined, and form their integra­
bility conditions. The only new conditions are obtained from 
(A*, Ak)iJLk, these conditions reducing to 

/ x kl k k h k k k 

(15) H = AiH — AkCki — CikCkh + ckiH = 0 , k 9e I. 

If for given k> i,j, (ky^i^j), c*j = 0, equations (12) reduce to 
/ \ k h k h k 

(16) Hij = CjkCa + c^Cjh = 0 , 

which must be satisfied for all such &, i,j. 
* If for any given k, cl.—O, for all i and j , the corresponding equation is identically 

zero and may be dropped. 
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Under (8), (9), we find that the various H's transform in the fol­
lowing manner: 

H = 6k(H — flkic) , H(ij)(ab) = QkH(ij)(ab), 
hi kl k k 

H = dkOiH , Hij = BiBjHij. 

The quantities H^^b) are the result of transposing the right member 
of (14) to the left, giving Hfij)(ab)=0. 

The quantities Hkl are the generalizations to n dimensions of the 
corresponding quantities for n = 3 given by Walberer. The other üTs 
do not appear for w = 3. 

We can state the following theorem : 

Given a set of independent vectors X* j , necessary and sufficient condi­
tions that a set of scalar s 6a should exist such that the vectors \l

a j = 0aX* | 
determine an orthogonal ennuple of geodesic congruences in the metric 
space defined by 

(17) g13 = J2ef^h\^h\, 
h 

are 

(a) HU = 0, k 5* I, 
k 

(b) H(ij)(ah) = 0, k ?* i,j, ay b, 

(c) HÎi = 0, k^ifj. 

Conditions (a) are used for all indices kfor which Hh is defined. Con­
ditions (b) are used only for indices i> j , a, b, (?*&), such that ^ = 0, 
c*ö = 0. Conditions (c) are used only f or indices k, i> j such that 4 = 0, 
(k^ij). 

It is to be noted that if erf = 0, (i not summed), these integrability 
conditions are satisfied identically (as is to be expected). In this case 
Hk = 0, as is seen from (7) on putting k = l. Then (a) and (b) follow, 
and (c) follows from the Jacobi identities (7). 

From the definitions of the H's it is seen that the conditions (a), 
(b), (c) are independent of the eh. 

3. Geodesic Ricci curves. We consider now the second öf the two 
problems stated in the introduction. We suppose given a set of X^ 
satisfying conditions (a), (b), (c) of section 2. Then there exists a set 
of the 6a such that £# = 0, (i not summed), and thus we obtain the 
X*a| of (2). We now drop the bars and suppose given a set of X's such 
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that 0^ = 0, (i not summed), and wish to find a set of scalars Ba (5*0) 
such that Xa| = 0aX*| will determine the geodesic Ricci curves of a Vn 

defined by (1). 
An orthogonal ennuple of unit vectors, X^, of a Vn will define the n 

Ricci congruences of the Vn if 

(18) Rij\l
a\\l\ = 0 , a yé b, 

where Ru are the components of the Ricci tensor.* 
From 

h i j k 
yipqr = Rhijk^l\^p\hq\\\ = àrjlpq — Aqjlpr 

) + 
ymlrlfinpq y mlqY mpr J > 

" m 

and 

i? i 7 = ghkRhiik, 

we obtain as conditions equivalent to (18), 

(20) Y,eayabca = 0, b ^ c. 
a 

If we assume (3) satisfied (condition for geodesies), conditions (20) 
reduce to 

(21) X) ea(Aayabc + emyabmymca) = 0, b T* c. 
a,m 

If in (7) we put l = k, and sum, and use (6), we obtain 

(22) Akc
k
u = 0. 

If now we substitute from (5) in (21) and make use of (6) and (22) 
we eventually reduce (21) to the form 

+ ecAaCab) 

^ ' _ \ ^ r a m _ i _ a a i be-, 
ebecc amCam » 0 7 ^ C. 

a,m 
We must impose conditions (23) and (6) in the c to obtain geodesic 

Ricci curves. 
From (10) we now have 

(24) /*,-ƒ = AjfXi = 0 , i 7* j . 

* RG, pp. 110, 114. 
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Hence, 

m k 
(Ai, A ,-)/**. = Atfifcj — Ay/xfc» = 0 = CijkmVk = CijAkHk, k 7* t, j , 

or 

(25) C;JM*& = 0, k ?£ i,j; k not summed. 

The Jacobi conditions in the c add no new conditions on the 0«, for 
from (7) in the c we get (24) and (25) again. 

We now form (23) in the c and thus get the remaining conditions 
on the 0. We find on forming (23) in the c and then substituting from 
(8) and (9) that the resulting conditions can be written in the form 

E 2r 2 6 2 c \ 2 & i 2 c - , 

ea0a[(ebdcCac + ec6bCab)^aa + ebdcAacac + ecdbAacab\ 
2 2 2 

E T 2 2 a m vWcQm a a 2 2 5 c 1 

^a^m\ ^a^m"b"c^bmCca ~f~ <j ^bm^cm ^^b^c"a"m^am^am J > 
a,m L "a Ü 

b ^ c. 

(26) 

The conditions on the 0» are given by (24), (25), and (26). We shall 
solve the simplest case here, that is, the one in which all the c's are 
zero but one, which we may assume to be c\z. (If all the c's are zero, 
the space is flat.) 

From (25) we see Mn = 0, which together with (24) gives 

0i = ki = const. 

The only conditions obtained from (26) are 

(27) M33 + A 3 ^ = 0 , 

(28) M22 + A 2 ^ = 0 , 

where 

Since now 

we have 

C23 = a, A = log a. 

(A^ Ay) = cJ/Ai, 

(Ai, Ay) = 0, i,j*2. 

Hence the operators At-, ( ^ 2 ) , define an abelian group,* and by a 
change of coordinate system, we have the canonical form 

* L. P. Eisenhart, Continuous Groups of Transformations, p. 49. 
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a 
(29) A< = ; %9*2, 

d d 
(30) A2 = a{%\ x3) 1 ; 

dx1 dx2 

and 
da 

dxs 

Equations (24), (29), (30) now show that 

m = M*(#0 > ° r Oi = di(x
i), 

and then from (27) and (28) we obtain dM/ox2dx3 = 0. This gives 

B' C r 
a = 5(x2)C(x3), ju/ = •> Ms = > a = - 5D, Z> = I Cd#3, 

B C J 
or 

*2 
; 

5 
a h 

es = — 
c 

Then clz = k ( = const.), and the Aa, by means of the coordinate trans­
formation 

xl r B D r dx{ 

x'i = —, x'2 = I —dx2, x'* = — , xfi = I j i > 3, 
ki J k2 h Je1 

can be reduced to the canonical form (by dropping primes) 

d 
Ai = , i y* 2 , 

dxi 

d d 
A2 = — kxz 1 • 

dx1 dx2 

From (17) we have 

gij = efif, (ij * 1, 2); g" = ei + e2(kx*)2, g™ = - he2x\ g22 = e2y 

from which the gi3- are easily obtained. 
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