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This determinant will vanish only when the points on the curve 
C corresponding to the values #i, a2, and az lie on a straight line. 
When the determinant vanishes, we have ƒ (y) =f(yf), and hence 
the points P and P ' coincide. 

If C is a straight line, the determinant vanishes identically 
and all curves have the closure property. If C is not cut by any 
straight line in more than two points, then none of the curves 
have the closure property. 
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The classical formula of Euler for functions homogeneous in 
n variables is as follows. 

Letf(xi, • • • , xn) be a differentiable function of the n variables, 
Xi, - - • , xn, such that 

(1) ffaXl, ' • , X*n) = \Pf(Xl, ' ' ' , Xn). 

Then we have 

df df 
(2) Xi h ' ' ' + Xn = pf(xh • • • , Xn) . 

dx\ dxn 

The following analog of this formula for functionals of one 
variable was proved by E. Freda, f 

Let F\ [f(x)]\ be a functional with a Frêchet differential 
5F=fl

0F' | [ƒ(*)]; € | 8 / ( € ) ^ + Z W . | [ f ( * ) ] I *ƒ(*.), vihere xu 

• • • , xn are points of the interval (0, 1), and such that 

F\ [X/(*)]| = X'F | [fl*)] |. 
Then 

\^F\[f(x)(l+X)]\\ = rF | [ƒ(*)] |. 

Theorem 2 of this paper will be a generalization of this the­
orem of Freda. 

The following theorem is classical. 

* Presented to the Society, January 19,1932. 
t Rendiconti dei Lincei, (5), vol. 24 (1915), p . 1035. 
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Let f(xi, • • • , xn) be a differentiable function of the n variables 
xu m ' ' , xni such that 

f(\Xh • • • , \xn) = K{\)f{xly ' • • , Xn) i 

then KÇk) is a power of\. 
In Theorem 1 we generalize this theorem to functionals. 
DEFINITION 1. Let Fi, • • • , Yn be n functions each of an arbi­

trary number {including possibly zero) of variables. If for every 
determination of the set Fi, • • • , Fn , {on a certain range), there is 
determined a f unction F of a definite number of variables, Z\, • • • , 
zm, then we say that F is afunctional of the n functions Ft- and write 

F{zi, • • • , zm) = F[Yi, • • • , Yn, zi, • • • , zm]. 

The distinction between F as depending on a F which is a 
function of no variables (an independent variable), and on the 
z's, is largely arbitrary, being a question of what ranges our inde­
pendent and dependent variables shall have. That is, the de­
pendent variable is not the number F, corresponding to the 
determination of the set (Fi, • • • , Fn , z±, • • • , zm), but the 
function F(zi, • • • , zm) corresponding to the determination of 
the set (Fi, • • • , Yn). 

Frequently it will be convenient to consider a normed vector 
space each of whose elements is a suitable determination of a 
set of functions (Fi, • • • , Fn). We shall denote the norm of 
this element by || F| | . If the functional F(zi, • • • , zm) be defined 
over a portion of such a space, then we may define the Fréchet 
differential of F, when it exists, as follows. (From this point on 
we shall omit writing the z's.) 

DEFINITION 2. Let F[Yi, • • • , Fn] be afunctional defined over 
a portion of a normed vector space of elements (Fi, • • • , Fn). 
Let us consider an element of this space (AFi, • • • , AFn) . Define 
AF[Yly • • • , F n ; AFx, • • • , AF„] to be F[Y1+AYl, • • • , 
Yn+AYn]-F[Yu • • • , Yn], Let T7 = | | A F ( | . Then the Fréchet 
differential, dF[Yi, • • - , Fw; AFi, • • • , AF n ] is defined to have 
the following properties : 
(A) dF is linear and homogeneous* in the A Y's. 

* This means that dF[Yh • • • , Yn; A^F i -hu iA 7 ^ , • • • , A„AFn-hunA'Fn] = 
^1X1+51^1+ • • • -\-Ankn-\-BniJLn, where the A's and M'S are independent vari­
ables. My attention has been called to the fact that this definition differs from 
Fréchet's in that he uses linear in Property (A) to include distributive and con­
tinuous. The continuity is not needed for this paper. 
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(B) (AF — dF)/rj approaches zero with rj. 
The only further property of the Fréchet differential needed 

below is that 

— F[\Yl9 • • • ,\Yn] =dF[\Y;Y]. 
dk 

This follows from an easy generalization of Gateaux's formula* 
provided ||XF(| = | \ | -|| Y\\. Hence we shall not need to specify 
the particular normed vector space we are using. 

THEOREM 1. Let F[Yi, • • • , Yn] denote a functional of the n 
functions Fi, • • • , Yn which possesses a Frêchet differential 
dF[Yi, - - - , Yn'y AFi, • • • , AFW], and such that 

(3) F[\Yl9 • • • , XFn] = K(k)F[Y1) • • • , F n ] . 

Then KÇk) is a power ofk, say kp. 

THEOREM 2. Under the conditions of Theorem 1, 

(4) dF[Yu • • • , Yn ; Yu • • • , F„] = pF[Yu ••• , F„] , 

where p is the exponent of X in the conclusion of that theorem. 

These theorems will be proved together. Differentiating (3) 
with respect to X, we have 

(5) dF[\Y; Y] = K'Qi)F[Y]. 

Taking the Fréchet differential of (3), we find 

(6) kdF[kY; AY] = K(k)dF[Y; AY], 

Letting A F = F in (6), and eliminating dF\kY\ Y] between 
(5) and (6), we obtain 

XZ'(X) dF[Y;Y] 
(7) 

KÇk) F[Y] 

The left side is independent of the F's and the right of X. 
Hence each is independent of both, say equal to p. Integrating 
the differential equation for K(k) obtained by setting the left 
side equal to p, we have 

K(k) = CX*\ 

* Paul Levy, Leçons d'Analyse Fonctionnelle, p. 51. 
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Letting A = l in (3) we have C = l , and Theorem 1 is proved. 
Letting the right side of (7) equal p gives the conclusion of 
Theorem 2. 

Formula (4) is the analog for functionals of Euler's formula 
above, and is proved under no restrictions as to the form of the 
Fréchet differential. We shall now prove the following converse 
of Theorem 2. 

THEOREM 3. If F[Yi, • • • , Yn] denotes a functional of 
the n functions Fi, • • • , Yn which has a Fréchet differential 
dF[Yu • • • , F n ;AFi , • • • ,AF„] , and if (4) holds, then (3) also 
holds, with KÇK) =\p. 

Let F be any such functional satisfying (4), and let R[Y, X] 
= F[\Y]-\»F[Y]. We have 

(8) R[Y,1] s O . 

Moreover, 

~ = dF[\Y;Y] - p\*-VlY}. 
ak 

By (4), we have 

pF[\Y] = dF[\Y;\Y] = XdF[\Y;Y); 

hence 

dR P r , r i P r 
= f F[\Y\ - p\*-iF[Y] = f R[Y; X]. 

a\ X X 

Integrating this differential equation, we obtain 

(9) R[Y;\) = C[Y]\*. 

We write our constant of integration as C[Y] as it may be as­
sumed independent of X only. Letting X = l, and using (8) we 
have C [ F ] = 0 . Hence R[Y; X] = F[\Y]-\*F[Y] = 0 . 

BROOKLYN COLLEGE OF T H E CITY OF N E W YORK 


