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SUBRIEMANNIAN GEOMETRY, A VARIATIONAL

APPROACH

Ovidiu Calin & Der-Chen Chang

Abstract

The paper deals with a variational approach of the subRie-
mannian geometry from the point of view of Hamilton-Jacobi and
Hamiltonian formalism. We present a discussion of geodesics from
the point of view of both formalisms, and prove that the normal
geodesics are locally length-minimizing horizontal curves.

1. Introduction

SubRiemannain geometry is considered to be a relatively new branch
of geometry, which starts with the study of the Heisenberg group done
by Gaveau and Hulanicki in the 1970s ([21], [25]) and Korányi in the
1980s ([26], [27], [28]). However, the first step towards SubRiemannian
geometry was made long before, when the principles of Thermodynamics
were being discovered.

The study of engines using two isothermes and two adiabatic pro-
cesses was done by Carnot in 1824. The study of adiabatic processes
continued with the work of Jule. Clausius formulated the second prin-
ciple of Thermodynamics using the notion of entropy in 1854. Using
this background work, Carathèodory stated in his 1909 paper [19] the
relationship between the connectivity of two states by adiabatic pro-
cesses and the integrability of the distribution defined by the kernel of
the one-form of work.

Using a supplementary hypothesis on the distribution, Chow proved
in 1939 a global connectivity theorem by horizontal curves, where the
horizontal curves are the analog of the adiabatic processes in Thermo-
dynamics (see [20]). The same bracket generating hypothesis was used
by Hörmander to show the hypoellipticity of a sum of squares operator
(see [24]).

After Gaveau started the work on Heisenberg group in 1977, the
work of Greiner and Beals dealt with properties of the fundamental
solution for the sub-Laplacian, and the ∂̄-Neumann operator (see [1]).
In the mid-1990s they characterized the fundamental solution for the
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associated heat operator using the geometry of the Heisenberg group
(see [2], [3], [4]).

Since then, a series of publications has clarified how subRiemannian
geometry can help with the understanding of sub-elliptic operators, not
only in the step two case but also in superior step cases (see [11], [12],
[13], [9], [14], [15], [10], [17]). Other publications are dedicated only to
the properties of subRiemannian manifolds (see [5], [6], [18], [8], [16],
[22], [31]).

The usual procedure in dealing with this kind of problem is using
the Hamiltonian formalism. One of the breakthroughs in the field is
the paper of Stricharts [32]. However, there are some unclarified ques-
tions in the field about different types of geodesics which are defined
by Hamilton-Jacobi formalism, Hamiltonian formalism, and Lagrangian
formalism. In the Riemannian geometry all are equivalent (see Calin and
Chang [7]). In the subRiemannian case this is not necessarily true. The
goal of this paper is to deal with both Hamiltonian and Hamilton-Jacobi
formalisms and to state the relationship between them.

The paper is organized in two parts.

The first part of the paper deals with the non-linear Hamilton-Jacobi
equation. This is a powerful technique of finding length-minimizing
horizontal curves between two given points. We shall show how we can
associate with each action a length-minimizing horizontal curve and
compute the length of such curve.

In the second part we shall introduce the Hamiltonian function and its
properties and describe the subRiemannian geodesics from the Hamil-
tonian point of view. We will show that the geodesics defined by the
Hamiltonian formalism are always locally length minimizing horizontal
curves.

The first author was supported by the NSF Grant #0631541 and
the second by a grant from United States Army Research Office and a
competitive research grant from Georgetown University.

2. Preliminary notions

Let M be a connected differentiable manifold. Since our study is
local we may assume that M = R

n. We consider the vector fields
X1, X2, . . . , Xk on M , which are linearly independent and generate the
distribution D, called the horizontal distribution. The distribution D is
said to be bracket generating if the vector fields Xj together with their
iterated Lie brackets

[Xj1 , Xj2 ], [Xj1 , [Xj2 , Xj3 ]], . . . , [Xj1 , [Xj2 , Xj3 ], . . .Xjr
]
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generate the tangent space TpM at each point p ∈ M . If f : M → R is
a smooth function, we define the horizontal gradient of f by

∇hf =
k∑

j=1

Xj(f)Xj .

We note that ∇hf ∈ D.
The energy associated with the function f is defined by

H(∇f) =
1

2
|∇hf |2g =

1

2

k∑

j=1

(
Xj(f)

)2
,

where g is the subRiemannian metric, i.e., a metric defined on D such
that the vector fields Xj are orthonormal with respect to g. It is worth
noting that in the case when D is bracket generating, if H(∇f) = 0,
then f =constant.

Any vector field U , which belongs to D is called a horizontal vector
field. We note that

(2.1) U(f) =
∑

U iXi(f) = g
(∑

Xi(f)Xi,
∑

U jXj

)

= g(∇hf, U).

A curve φ : (a, b) → M is called horizontal if the velocity vector field

φ̇ belongs to the horizontal distribution, i.e., φ̇ ∈ Dφ. If D is a bracket
generating distribution, Chow’s theorem [20] states that any two given
points can be joined by a piece-wise horizontal curve.

Let r= n−k. Consider r linearly independent one-forms θ1, θ2, . . . , θr,
which vanish on the distribution D, i.e., θj(Xα) = 0, ∀j = 1, . . . , r and
α = 1, . . . , k. A curve φ(s) is horizontal if and only if the following
constraints on the velocity hold:

(2.2) θj

(
φ̇(s)

)
= 0.

Since the distribution D is bracket generating, it is also non-integrable.
The conditions (2.2) are called non-holonomic.

In the following we shall briefly explain the Lagrange-Charpit method
of solving a non-linear equation given by

(2.3) F (x, z,∇z) = 0,

where x = (x1, . . . , xn), ∇z = (∂x1
z, . . . , ∂xn

z) and F (x, z, p) is a differ-
entiable function defined on an open subset of R

n × R × R
n.
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Consider the following ODE system, called the Lagrange-Charpit sys-

tem of characteristics

ẋi =
∂F

∂pi

ṗi = −
(∂F

∂xi

+ pi
∂F

∂z

)

ż = pi
∂F

∂pi

, i ∈ {1, . . . , n}.

Then the solutions of the above system

xi = xi(t), pi = pi(t), z = z(t)

verify the equation
F (x, p, z) = 0.

The main difficulty is to eliminate the parameter t and write the
solution explicitly as z = z(x).

3. Hamilton-Jacobi formalism

3.1. The action function. The following definition introduces one of
the most important equations of calculus of variations.

Definition 3.1. Let S be a real valued function defined on R × M .
The Hamilton-Jacobi equation for the subRiemannian manifold M is

(3.4)
∂S

∂τ
+ H(∇S) = 0

with the initial condition S|τ=0 = S0. The solution S is called an action
function.

Since the Hamilton-Jacobi equation (3.4) is non-linear, it does not
always have a unique solution. This will be shown in the following
example.

Example 3.2. Consider M = R
3 and the Heisenberg vector fields

X1 = ∂x + 2y∂t, X2 = ∂y − 2x∂t

and the associated Hamilton-Jacobi equation

(3.5)
∂S

∂τ
+

1

2
X1(S)2 +

1

2
X2(S)2 = 0.

One can verify the following solutions for equation (3.5)

S1(x, y, t; τ) = −θ(x2 + y2) tan(2θτ) + θt,

S2(x, y, t; τ) = θ(x2 + y2) cot(2θτ) + θt,

S3(x, y, t; τ) =
K(x2 + y2)

2(C + Kτ)
,

where θ, K, C are constants.
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If C = 0, the third solution becomes the well-known Euclidean action

SE =
x2 + y2

2τ
. The second solution can be found in Beals, et al. [4].

We also note that the first and the second solutions are related by

S1

(

x, y, t; τ ± π

4θ

)

= S2(x, y, t; τ).

The first solution can be obtained as in the following. We look for a
solution of the form

S(x, y, t; τ) = A(x, y)B(τ) + C(t).

Since the vector fields X1, X2 have rotational symmetry in (x, y)-vari-
ables, we shall look for a solution with the same property, i.e.,

y∂xA − x∂yA = 0.

Substituting in the equation (3.5) and collecting the similar terms yields

B′(τ) +
1

2

(∂xA)2 + (∂yA)2

A(x, y)
B2(τ) +

2(x2 + y2)

A(x, y)
C ′(t)2 = 0.

Choosing A(x, y) = 2(x2 + y2), the coefficients of B2(τ) and C ′(t)2

become constants, and we get

B′(τ) + 4B2(τ) + C ′(t)2 = 0.

There is a separation constant θ such that

C ′(t) = θ

B′(τ) + 4B2(τ) = −θ2.

Integrating yields

C(t) = θt + C(0)

B(τ) = −θ

2
tan(2θτ).

Hence one possible action is

S(x, y, t; τ) = A(x, y)B(τ) + C(t)(3.6)

= −θ(x2 + y2) tan(2θτ) + θt,

where we assumed C(0) = 0.

In order to obtain the third solution we consider an action function
independent of t, i.e.,

S = A(x, y)B(τ).

A similar method yields the desired solution.
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3.2. Length-minimizing horizontal curves. We shall assume the
horizontal distribution is bracket generating, so the connectivity prop-
erty always holds by Chow’s theorem.

Let p, q ∈ M be two distinct points. We are interested in charac-
terizing the horizontal curves φ : [0, τ ] → M with endpoints φ(0) = p,
φ(τ) = q for which the length

ℓ(φ) =

∫ τ

0
|φ̇(t)|g dt

is minimum. Here g denotes the subRiemannian metric.

As in the case of Riemannian geometry, we observe that it suffices to
minimize the energy

I(φ) =

∫ τ

0

1

2
|φ̇(t)|2g dt

instead of length ℓ(φ).

Let S be arbitrarily fixed. Then the functionals

φ → I(φ) =

∫ τ

0

1

2
|φ̇(t)|2g dt and φ → J(φ) =

∫ τ

0

(1

2
|φ̇(t)|2g − dS

)

are related by the relation

J(φ) = I(φ) − S(τ, φ(τ)) + S(0, φ(0)).

Since the endpoints φ(0) = p and φ(τ) = q are fixed, I(φ) and J(φ)
reach the minimum value for the same curve φ(t). The relationship
between their minima is

(3.7) minJ(φ) = min I(φ) − S(τ, q) + S(0, p).

Since this works for any function S, we shall choose it such that the
integral J(φ) has a simplified form. First we shall need the following
result.

Lemma 3.3. Let S : [0, τ ]×M → R be a function and φ : [0, τ ] → M

be a horizontal curve. Then

(3.8) dS|φ =
(∂S

∂t |φ
+ g(∇hS, φ̇)

)

dt.

Proof. Let φj(s) = xj(φ(s)) be the local components of the curve φ

in a local system of coordinates (x1, . . . , xn) on M . Applying chain rule
and the definition of the horizontal gradient yields

dS

dt |φ
=

∂S

∂t |φ
+

∂S

∂xi

dφi

dt
=

∂S

∂t
+
( n∑

i=1

φ̇i ∂

∂xi

)

S

=
∂S

∂t
+ φ̇(S) =

∂S

∂t
+ g(∇hS, φ̇),

where we used (2.1). Multiplying by dt yields (3.8). q.e.d.
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The main result of this section is given below. It deals with the
velocity vector field of a horizontal curve which is length-minimizing.
A similar result holds on Riemannian manifolds (see Calin and Chang
[7]).

Theorem 3.4. Given two distinct points p, q ∈ M , consider the en-

ergy functional

(3.9) φ → I(φ) =

∫ τ

0

1

2
|φ̇(t)|2g dt,

where φ : [0, τ ] → M is a horizontal curve with fixed end points φ(0) = p

and φ(τ) = q. Let S : [0, τ ] × M → R be a solution of the Hamilton-

Jacobi equation (3.4). Then φ is a minimizer of (3.9) if and only if

φ̇(t) = ∇hS|φ(t).

In this case the minimum value of I(φ) is S(0, p) − S(τ, q).

Proof. We shall minimize J(φ) instead of I(φ). Using Lemma 3.3 the
integral J(φ) becomes

J(φ) =

∫ τ

0

(1

2
|φ̇(t)|2g dt − dS|φ

)

=

∫ τ

0

(1

2
|φ̇(t)|2g −

∂S

∂t |φ
− g(∇hS, φ̇)

)

dt

=
1

2

∫ τ

0

(

|φ̇(t)|2g − 2g(∇hS, φ̇(t)) − 2
∂S

∂t |φ

)

dt

=
1

2

∫ τ

0

(

|φ̇(t)|2g − 2g(∇hS, φ̇(t)) + |∇hS|2g − |∇hS|2g − 2
∂S

∂t |φ

)

dt

=

∫ τ

0

(

1

2
|φ̇ −∇hS|2g −

(1

2
|∇hS|2g +

∂S

∂t |φ

)
)

dt.

Since S is a solution of the Hamilton-Jacobi equation the above identity
becomes

J(φ) =

∫ τ

0

1

2
|φ̇ −∇hS|2g dt.

Hence J(φ) is minimum if and only if |φ̇−∇hS|2g = 0, i.e., when φ̇(t) =
∇hS|φ(t). Since in this case min J(φ) = 0, relation (3.7) yields

min I(φ) = S(τ, q) − S(0, p),

which ends the proof. q.e.d.

The above theorem has a very important consequence for subRie-
mannian geometry. The following corollary provides the length of a
length-minimizing curve in terms of the action value at the end points.
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Corollary 3.5. Let S be a solution of the Hamilton-Jacobi equation.

Then the horizontal curves φ(s) given by φ̇(s) = ∇hS|φ(s) are locally

length minimizers. The length of the length-minimizing curve φ(s) given

above, which joins p = φ(0) and q = φ(τ) is

ℓ(φ) =
√

2τ
(
S(τ, q) − S(0, p)

)
.

Proof. Let φ be a minimizer of I(φ). Since in this case the length and
the energy integrals are related by the relation I(φ) = 1

2ℓ(φ)2, we have

ℓ(φ) =

∫ τ

0
|φ̇(s)|g ds =

√

2τ

∫ τ

0

1

2
|φ̇(s)|2g ds

=
√

2τ min I(φ) =
√

2τ
(
S(τ, q) − S(0, p)

)
.

q.e.d.

Remark 3.6. The above result does not exclude the existence of
other kind of length minimizers, which cannot be written as a horizontal
gradient of the action.

Remark 3.7. Since the Hamilton-Jacobi equation might have more
than one solution, the length-minimizing horizontal curve joining two
given points p and q might not be unique. Different actions might yield
different length-minimizing curves.

Definition 3.8. The length of the horizontal minimizing curve be-
tween two points p and q is called the Carnot-Carathéodory distance
between p and q.

In order to find the Carnot-Carathéodory distance between two given
points, one needs to solve the Hamilton-Jacobi equation, and then use
the Corollary 3.5 to obtain the length. We shall do this for an explicit
example in the following section. In general, for more complicated exam-
ples this computation might be almost impossible to perform explicitly.

3.3. An Example: The Heisenberg distribution. Consider the
vector fields given by Example 3.2. We shall recover the length of the
minimizing horizontal curves by performing an explicit integration of
the equation φ̇(s) = ∇hS|φ(s), where the action S is

S(x, y, t; s) = θt − θ(x2 + y2) tan(2θs),

see Example 3.2. Let φ(s) = (x(s), y(s), t(s)) be a horizontal length-

minimizing curve. We shall write the velocity vector φ̇ in two different
ways. Since φ(s) is a horizontal curve, we have

φ̇(s) = ẋ∂x + ẏ∂y + ṫ∂t = ẋX1 + ẏX2 + (ṫ + 2ẏx − 2ẋy)
︸ ︷︷ ︸

=0

∂t(3.10)

= ẋ(s)X1 + ẏ(s)X2.
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On the other hand, a computation shows

φ̇(s) = ∇hS|φ(s) = (X1S)X1 + (X2S)X2

(3.11)

=
(

∂xS + 2y∂tS
)

X1 +
(

∂yS − 2x∂tS
)

X2

= 2θ
(

y(s) − x(s) tan(2θs)
)

X1 − 2θ
(

x(s) + y(s) tan(2θs)
)

X2.

Since the coefficients of X1 and X2 in relations (3.11) and (3.10) should
be the same, we get the following ODE system

ẋ(s) = 2θ
(
y(s) − x(s) tan(2θs)

)

ẏ(s) = −2θ
(
x(s) + y(s) tan(2θs)

)
.

The t-component can be obtained from the horizontality condition

ṫ(s) = 2x(s)ẏ(s) − 2y(s)ẋ(s).

Differentiating the expression of ẋ(s) with respect to s yields

ẍ = 2θ
(

ẏ − ẋ tan(2θs) − 2θx
(
1 + tan2(2θs)

))

= 2θ
(

ẏ − 2θ(y − x tan(2θs)
)
tan(2θs) − 2θx

(
1 + tan2(2θs)

))

= 2θ
(
ẏ − 2θy tan(2θs) − 2θx

)

= 2θ
(

ẏ − 2θ
(
x + y tan(2θs)

))

= 2θ(ẏ + ẏ) = 4θẏ.

We have obtained ẍ = 4θẏ. Similarly we can show ÿ = −4θẋ. Hence
the components of the length-minimizing curve φ = (x, y, t) satisfy the
system

(3.12) ẍ = 4θẏ, ÿ = −4θẋ.

One may show that the solutions of (3.12) are circles.
As a matter of fact, the system (3.12) is the Euler-Lagrange system

associated with the Lagrangian

L(x, y, ẋ, ẏ, ṫ) =
1

2
(ẋ2 + ẏ2) + θ(ṫ + 2xẏ − 2ẋy),

as the reader can easily verify. The Heisenberg group is one of the
examples of subRiemannian manifolds where the Hamilton-Jacobi for-
malism and the Lagrangian formalism provide the same subRiemannian
geodesics. We can add that the Hamiltonian formalism provides the
same geodesics, as can be inferred from the second part of the paper.

If one considers the action

S = θt + θ(x2 + y2) cot(2θs),
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then after performing a similar integration in φ̇ = ∇hS|φ(s) yields

ẋ(s) = 2θ
(
y(s) + x(s) cot(2θs)

)
(3.13)

ẏ(s) = 2θ
(
− x(s) + y(s) cot(2θs)

)
.(3.14)

Differentiating leads to the same system (3.12), which means that this
action induces the same length-minimizing curves.

Since φ̇ = ẋX1 + ẏX2, using (3.13)–(3.14) the energy at φ(s) is

E =
ẋ2(s) + ẏ2(s)

2
=

1

2
4θ2
(
x2(s) + y2(s)

)(
1 + cot(2θs)

)

=
2θ2(x2(s) + y2(s))

sin2(2θs)
=

2θ2r2(s)

sin2(2θs)
.

Using (3.12) we have

d

ds
E =

d

ds

ẋ(s)2 + ẏ(s)2

2
= ẋ(s)ẍ(s) + ẏ(s)ÿ(s) = 0,

i.e., the energy E is constant. If the parameter s ∈ [0, τ ], it follows that

E =
2θ2r2(τ)

sin2(2θτ)
,

and hence

(3.15) min I(φ) =

∫ τ

0
E ds = Eτ =

2θ2r2(τ)τ

sin2(2θτ)
.

The constant θ depends on the coordinates of the end points p and
q. We shall choose p = (0, 0, 0). Then

(3.16) min I(φ) = S(τ, q) − S(0, p) = θt(τ) + θr(τ)2 cot(2θτ).

Equating (3.16) and (3.15) we obtain the following equation for θ

(3.17)
t(τ)

r(τ)2
=

2θτ

sin2(2θτ)
− cot(2θτ).

The equation (3.17) has finitely many solutions as long as r(τ) 6= 0, and
at least a solution if t > 0, see Beals at al. [4]. If r(τ) = r(0) = 0,
then the equation (3.17) has infinitely many solutions. The solutions
are given by θn = nπ

2τ
, n ∈ Z. This corresponds to infinitely many

energy-minimizing curves between the origin and the point q = (0, 0, t),
t > 0.

The lengths of the minimizing horizontal curves joining the origin
and q = (0, 0, t) are given by Corollary 3.5

ℓn =
√

2τ
(
S(τ) − S(0)

)
=
√

2τθnt =
√

nπt.

These lengths were obtained for the first time by Gaveau (see [21]).
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3.4. Solving the Hamilton-Jacobi equation. In this section we
shall reduce the problem of finding the solutions of the Hamilton-Jacobi
equation to the problem of finding the solution of the eiconal equation.
The later equation will be approached in Section §4.3.

Consider the Hamilton-Jacobi equation

(3.18)
∂S

∂τ
+

1

2

k∑

j=1

(XjS)2 = 0.

Looking for a solution of the type S(x, τ) = A(τ) + f(x) yields

A′(τ) + H(∇f)(x) = 0.

There is a separation constant θ > 0 such that

A′(τ) = −θ

H(∇f) = θ.

The action becomes

(3.19) S(x, τ) = −θτ + f(x),

where f(x) is a solution of the eiconal equation

(3.20) |∇hf |2g = 2θ.

4. Hamiltonian formalism

The Hamiltonian formalism is another powerful variational technique
applied in subRiemannian geometry. It was first applied by Beals,
Gaveau, and Greiner [3], [21], and Stricharts (see [32]). In this part we
shall describe the geodesics using Hamiltonian formalism.

4.1. The Hamiltonian function. Consider M = R
n and let D =

span{X1, . . . , Xk} be the horizontal distribution. The associated Hamil-
tonian is the principal symbol of the sub-elliptic operator

∆X =
1

2

k∑

j=1

X2
j ,

and it can be written as

(4.21) H(x, p) =
1

2

k∑

j=1

〈Xj(x), p〉2,

where 〈 , 〉 is the usual inner product on R
n.

In the following we shall write the Hamiltonian in a more useful way.
The Hamiltonian (4.21) can be expanded as a quadratic form in the
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components pi as

(4.22) H(x, p) =
1

2

n∑

i,j=1

hij(x)pipj =
1

2
h(p, p).

The coefficients hij(x) are smooth functions of x. Then hij can be
regarded as the components of a symmetric 2-contravariant tensor h.
Since H(x, p) is a sub-elliptic quadratic form, the coefficients hij do not
define a Riemannian metric, as we shall see later. The matrix hij(x)
is everywhere degenerated. We shall prove this after we provide first a
few examples.

Example 4.1. Consider the Heisenberg vector fields

X1 = ∂x1
+ 2x2∂t, X2 = ∂x2

− 2x1∂t.

The Hamiltonian function is

H(x, p) =
1

2
〈X1(x), p〉2 +

1

2
〈X2(x), p〉2

=
1

2
(p1 + 2x2p3)

2 +
1

2
(p2 − 2x1p3)

2

=
1

2

∑

hij(x)pipj ,

where

hij(x) =





1 0 2x2

0 1 −2x1

2x2 −2x1 4|x|2



 .

We note that dethij(x) = 0 for any x.

Example 4.2. If consider the vector fields

X1 = ∂x1
+ A1(x)∂x3

, X2 = ∂x2
− A2(x)∂x3

,

then a similar computation yields the coefficients

hij(x) =





1 0 A1(x)
0 1 −A2(x)

A1(x) −A2(x) A1(x)2 + A2(x)2



 ,

which form a degenerate matrix everywhere.

Example 4.3. If X1 = cos x3∂x1
+ sinx3∂x2

, X2 = ∂x3
, we have

hij(x) =





cos2 x3 sinx3 cos x3 0
sin x3 cos x3 sin2 x3 0

0 0 1





with dethij(x) = 0.
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The following result provides a formula for the coefficients hij in terms
of the components of the horizontal vector fields X1, . . . , Xk, which span
the distribution D. Let

Xj =

n∑

i=1

ai
j(x)∂xi

, j = 1, . . . , k

be the representation of Xj in local components, with rank
(
ai

j(x)
)

= k,
∀x.

Proposition 4.1.

(i) The coefficients of the quadratic form, which define the Hamilton-

ian H are given by

(4.23) hαβ =
k∑

j=1

aα
j a

β
j .

(ii) The matrix hαβ(x) is degenerate for any x.

Proof.

(i) The Hamiltonian function can be written as

H(x, p) =
1

2

k∑

j=1

〈Xj(x), p〉2 =
1

2

k∑

j=1

( n∑

i=1

ai
j(x)pi

)2
.

Since H(x, p) = 1
2

∑

i,j hijpipj , the coefficients are

hαβ =
∂2H

∂pα∂pβ

=
1

2

∂2

∂pα∂pβ

(
k∑

j=1

( n∑

i=1

ai
jpi

)2
)

=
∂

∂pα

(
k∑

j=1

( n∑

i=1

ai
jpi

)

a
β
j

)

=
k∑

j=1

aα
j a

β
j .

(ii) Using the multi-linearity property and the definition of the de-
terminant we have

dethαβ = det
( k∑

j=1

aα
j a

β
j

)

=

k∑

j=1

∑

σ∈Sn

ǫ(σ)a1
ja

σ(1)
j a2

ja
σ(2)
j . . . an

j a
σ(n)
j

=
k∑

j=1

∑

σ∈Sn

ǫ(σ)(a1
ja

2
j . . . an

j )(a
σ(1)
j a

σ(2)
j . . . a

σ(n)
j )

=
k∑

j=1

∑

σ∈Sn

ǫ(σ)(a1
ja

2
j . . . an

j )2
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=
( ∑

σ∈Sn

ǫ(σ)

︸ ︷︷ ︸

=0

)( k∑

j=1

(a1
j . . . an

j )2
)

= 0.

q.e.d.

The hij(x) is the analogue of the raised index metric from Riemann-
ian geometry. Since hij(x) is nowhere invertible, there is no obvious
analogue of the lowered index metric.

As a general rule, the formulas of Riemannian geometry that can be
extended in terms of raised indices alone are good candidates for valid
formulas in subRiemannian geometry.

The above discussion suggests an alternate definition for the subRie-
mannian metric.

Definition 4.2. Let D = span {X1, . . . , Xk} be a differentiable dis-
tribution on the manifold M . The contravariant subRiemannian metric
h is defined as a symmetric, 2-contravariant tensor, degenerate at every
point, such that 1

2

∑

i,j hij(x)pipj is the principal symbol of the operator

∆X = 1
2

∑

j X2
j .

4.2. Regular geodesics and their properties. Hamiltonian formal-
ism can be used to define subRiemannian geodesics. A similar definition
makes sense in the Riemannian case.

Definition 4.3. A normal geodesic between the points A and B is a
solution x(s) of the Hamiltonian system

ẋi(s) =
∂H

∂pi

ṗi(s) = −∂H

∂xi
, i = 1, . . . , n

with the boundary conditions x(0) = A and x(τ) = B.

Proposition 4.4. Along the normal geodesics the Hamiltonian is

preserved.

Proof. The proof is a consequence of Hamiltonian equations. Let
(x(s), p(s)) be a solution of the Hamiltonian system. Since the Hamil-
tonian H does not depend explicitly on s we have

d

ds
H
(
x(s), p(s)

)
=

∂H

∂xi
ẋi +

∂H

∂pj

ṗj

=
∂H

∂xi

∂H

∂pj

− ∂H

∂pj

∂H

∂xj

= 0,

and hence H(x(s), p(s)) is constant along the solutions. q.e.d.
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The equation of normal geodesics can be described by a second order
ODE. In order to do this, it is useful to introduce the raised Christoffel
symbols (see Günter [23] and Strichartz [32])

(4.24) Γiab(x) =
1

2

(

∂hia(x)

∂xr
hrb(x)+

∂hib(x)

∂xr
hra(x)− ∂hab(x)

∂xr
hri(x)

)

.

Proposition 4.5. The equation of normal geodesics are given by

(4.25) ẍi(s) = Γi(x)
(
p(s), p(s)

)
, i = 1, . . . , n,

where (x(s), p(s)) is a solution of the Hamiltonian system.

Proof. The first Hamiltonian equation can be written as ẋi(s) =
hij(x(s))pj . Differentiating with respect to s, and using the second
Hamiltonian equation, we obtain

ẍi(s) =
d

ds

(

hij(x(s))pj(s)
)

=
∂hij(x)

∂xr
ẋr(s)pj(s) + hij(x)ṗj(s)

=
∂hij(x)

∂xr
hrl(x)plpj −

1

2
hij(x)

∂hab

∂xj
papb

=
∂hib(x)

∂xr
hra(x)papb −

1

2
hij(x)

∂hab(x)

∂xj
papb

=
1

2

∂hib(x)

∂xr
hra(x)papb +

1

2

∂hib(x)

∂xr
hra(x)papb

− 1

2
hij(x)

∂hab(x)

∂xj
papb

=
1

2

(

∂hia

∂xr
hrb +

∂hib

∂xr
hra − ∂hab

∂xj
hij

)

papb

= Γiabpapb = Γi(p, p).

q.e.d.

The main difficulty in the study of the subRiemannian geodesics is
that we cannot usually solve for p(s) in terms of x(s), like in the case
of Riemannian geometry. This happens because dethij(x) = 0, so that
the equation ẋi(s) = hij(x)pj(s) cannot be inverted in a usual way to
obtain pj(s). However, in some cases this can be done explicitly and we
shall present one example below.

Example 4.4. This example deals with the geodesics on the Heisen-
berg group. Substituting the formulas of hij given by Example 4.1 into
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the formula for the raised Christoffel symbols (4.24) yields

Γ111 = 0 Γ211 = 0 Γ311 = 0
Γ112 = 0 Γ212 = 0 Γ312 = 0
Γ113 = 0 Γ213 = −2 Γ313 = 4x1

Γ123 = 2 Γ223 = 0 Γ323 = 4x2

Γ133 = −8x1 Γ222 = 0 Γ333 = 0
Γ122 = 0 Γ233 = −8x2 Γ322 = 0.

The other coefficients can be obtained using the symmetry in the last
two indices Γijk = Γikj . The equations of the normal geodesics (4.25)
become

ẍ1(s) = 4p3(p2 − 2x1p3)(4.26)

ẍ2(s) = −4p3(p1 + 2x2p3)(4.27)

ẍ3(s) = 8p3(x
1p1 + x2p2).

Since ṗ3 = −∂H

∂x3
= 0 it follows that p3 is a first integral of motion.

The Hamiltonian equations ẋi = hijpj become

ẋ1(s) =
∂H

∂p1
= p1 + 2x2p3

ẋ2(s) =
∂H

∂p2
= p2 − 2x1p3.

Substituting in (4.26-4.27) yields

ẍ1(s) = 4p3ẋ
2(s)

ẍ2(s) = −4p3ẋ
1(s),

which is the system (3.12) with θ = p3, x = x1 and y = x2.

We can solve for the momenta p1, p2 in terms of x1 and x2, keeping
p3 constant

p1 = ẋ1 − 2x2p3

p2 = ẋ2 + 2x1p3

p3 = constant.

The momentum p3 is constant along the solution and depends on the
boundary conditions. Given the boundary conditions xi(0) = xi

0 and
xi(τ) = xi

f , the constant p3 might not be unique (see Gaveau [4] and

Section §3.3).
Using this, we can find an expression for the component x3

ẍ3(s) = 8p3(x
1p1 + x2p2) = 8p3

(

x1ẋ1 + x2ẋ2
)

= 4p3
d

ds

(

x1ẋ1 + x2ẋ2
)

,
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so ẋ3(s) = 4p3((x
1)2 + (x2)2) + C.

The following result is very important since it shows that the solu-
tions of the Hamiltonian system provide curves tangent to the horizontal
distribution.

Theorem 4.6. Any normal geodesic is a horizontal curve.

Proof. Let θ1, . . . , θr be the one-forms which vanish on the horizontal

distribution D = span{X1, . . . , Xk}. Let θα = θ
j
αdxj and Xj = ai

j∂xi
,

where we make the summation convention over the repeated indices.
We have

(4.28) θα(Xj) = θi
αai

j = 0, ∀α = 1, . . . r, j = 1, . . . , k.

If x(s) is a normal geodesic, then

(4.29) ẋi(s) = hijpj .

Substituting the expression for hij given by (4.23) in (4.29) yields

(4.30) ẋi(s) = ai
la

j
l pj .

Using (4.28) and (4.30) yields

θα

(
ẋ(s)

)
= (θβ

αdxβ)(ẋi(s)∂xi
) = θi

αẋi(s)

= θi
αai

la
j
l pj = (θi

αai
l

︸︷︷︸

=0

)aj
l pj = 0,

which shows that the velocity ẋ satisfies the non-holonomic constraints
induced by the one-forms θα. Hence x(s) is a horizontal curve. q.e.d.

4.3. The eiconal equation. Let c > 0 be a constant. We are inter-
ested in finding the solutions of the subRiemannian eiconal equation

(4.31) H(∇f) = c.

This equation can be written as

1

2

k∑

j=1

〈Xj(x),∇f〉2 = c.

In order to solve the above eiconal equation, we use the Lagrange-
Charpit method by choosing

F (x, f, p) =
1

2

k∑

j=1

〈Xj(x), p〉2 − c

= H(x, p) − c
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and writing the system of characteristics

ẋi =
∂F

∂pi

=
∂H

∂pi

(4.32)

ṗi = −∂F

∂xi

= −∂H

∂xi

ḟ =
k∑

i=1

pi
∂F

∂pi

=
k∑

i=1

pi
∂H

∂pi

.

Since the first 2n equations form the Hamiltonian system associated
with H(x, p), it follows that xi are the components of a normal geodesic.
Since the Hamiltonian H(x, p) is homogeneous of degree 2 in the variable
p, then Euler’s formula for homogeneous functions yields

k∑

i=1

pi
∂H

∂pi

= 2H = E (the constant of energy).

The third Lagrange-Charpit equation becomes ḟ(t) = E. Hence the
solution of (4.31) is

f(t) = Et + f(0),

where the constant of energy E depends on the initial and final values
of x(s).

4.4. Normal geodesics as length minimizing curves. In this sec-
tion we shall show the relationship between the normal geodesics and
the length minimizers provided by Corollary 3.5.

Proposition 4.7. Let c(s) =
(
x1(s), . . . , xn(s)

)
be a normal geodesic.

Then ċ(s) = ∇hS|c(s), with the action S given by (3.19).

Proof. Let x(s) be a normal geodesic and (x, p) be a solution of the
Hamiltonian system. Using XαS = Xαf we get ∇hS = ∇hf , so it
suffices to show ċ = ∇hf . Since f satisfies the eiconal equation then f

will satisfy the Lagrange Charpit equation (4.32), which can be written
as

df =
∑

pi dxi.

Hence

(4.33) pi =
∂f

∂xi

along the solutions of the Hamiltonian system. Using (4.33) yields

(4.34) Xαf =
∑

ai
α

∂f

∂xi

=
∑

ai
αpi,
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and hence

ẋj =
∂H

∂pj

=
∑

hij(x)pi =
∑

aj
αai

αpi(4.35)

=
∑

aj
α Xαf.

The velocity vector field becomes

ċ =
∑

j

ẋj∂xj
=
∑

j,α

aj
α Xαf ∂xj

=
∑

α

(

Xαf
∑

j

aj
α∂xj

)

=
∑

α

(Xαf)Xα = ∇hf = ∇hS,

which ends the proof. q.e.d.

Theorem 4.8. The normal geodesics are locally length-minimizing

horizontal curves.

Proof. Let c(s) be a normal geodesic. By Theorem 4.6 c(s) is a hor-
izontal curve. Since we can write locally ċ(s) = ∇hS|c(s), where S is
a solution of Hamilton-Jacobi equation, then Corollary 3.5 yields that
c(s) locally minimizes length. q.e.d.

The reverse statement of the above theorem is not true. The first
example of horizontal curves which locally minimizes length but does
not satisfy the Hamiltonian system was constructed by Montgomery
[30] in 1994 and by Liu and Sussman [29] in 1995. In [29] the following
vector fields are considered

X = ∂x, Y = (1 − x)∂y + x2∂t.

The curve γ : [a, b] → R
3, γ(s) = (0, s, 0) is not a subRiemannian

geodesic (does not satisfy the Hamiltonian system) but it minimizes
length for b − a < 2

3 .
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