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1. Introduct ion 

Let V be a closed symplectic manifold with a symplectic form UJ. 
This means that UJ is a closed non-degenerate two-form. Because of the 
non-degeneracy of UJ, with any time-dependent periodical Hamiltonian 
function H : V X S 1 —» R, we can associate a ^-dependent vector field 
X Hg given by: 

w ( X f f e , •) = dHß, 

where 6 G R is the usual angular coordinate of S 1 and H$ = Hj Sixtß-\. 
Consider the Hamiltonian equation: 

(o.i) d = X„.(z). 

Let V{H) be the set of periodic-1 solutions of (0.1). Clearly V{H) is 
one to one correspondence to the set of fixed points of the time-1 flows 
<fHi of V associated to (0.1). For a "generic" choice of H, the graph 
Y±H of (fH is transversal to the diagonal AV in V X V. It follows that 
V{H) is finite in this case. We refer this as a nondegenerate case. By 
the Lefschetz fixed point theorem, the algebraic cardinality of V{H) is 
just the Euler characteristic x(V) of Vi which is the alternating sum 
of the Betti number b i(V) of V. However, it has been conjectured by 
V.I. Arnold in [1] that the geometric cardinality ofV(H) should satisfy 
a Morse inequality, #V(H) > P i b i(V). This yields a much stronger 
estimate than what is expected by algebraic topology and reflects the 
remarkable symplectic rigidity (see [2] and [9]). This famous conjecture 
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has been a major driving force for the developments of various the­
ory and techniques in symplectic topology and many special cases have 
been proved. The first breakthrough was made by Conley and Zehnder 
in 1982, who proved the conjecture for the torus T2n with the standard 
symplectic structure. In the subsequent years, this result was extended 
by Floer and Sikorav to certain other quotients of R n, which include 
all the two dimensional orientable surfaces. When H ^ is C°-close to the 
identity, the conjecture was proved to be true in general by Weinstein 
(See [21]). However, despite of various interesting results, the subject 
did not achieve a unified framework until the advent of Floer homology. 
In 1985, Gromov introduced the idea of using J-holomorphic curves in 
symplectic topology, which yields many important new results in the 
subject. In the very next year, combining the variational method pre­
viously used by Conley and Zehnder with the theory of J-holomorphic 
curves, Floer introduced his celebrated Floer homology theory for closed 
monotonic symplectic manifolds, and consequently proved the Arnold 
conjecture for this class of symplectic manifolds. Later on, this result 
was extended by Hofer and Salamon in [10] to semi-positive case with 
a mild extra restriction on the minimal Chern number, which includes 
all Calabi-Yau manifolds. Soon after that , this extra condition was 
removed by Ono in [17]. However, there were serious obstructions to 
extend the Floer homology, hence to prove the Arnold conjecture in 
general, because of the appearance of multiply covered J-holomorphic 
curves with negative first Chern class. Unlike the semi-positive case, 
the moduli spaces used in the general case to construct Floer chain 
complex are not compact any more. Their natural compactifcation may 
contain s t ra ta whose dimension may be greater than that of the moduli 
space itself. It was completely unclear whether or not a cohomology 
theory of Floer-type could be ever assembled from Hamiltonian sys­
tems because of these wild s trata . One has to develop a new method of 
counting contributions from those s t ra ta in the boundary of the natural 
compactification of the moduli space, so that a cohomology theory of 
Floer-type can be well-defined and consequently, the Arnold conjecture 
can be proved. In fact, a similar difficulty also appeared in establish­
ing a mathematical theory of quantum cohomology and GW-invariants 
beyond the scope of semi-positive symplectic manifolds. 

Recent development in theory of GW-invariants casts new light on 
the subject and reveals the possibility to overcome the difficulty. In 
1995, J. Li and the second author of this paper introduced the method 
of constructing virtual moduli cycles in the setting of algebraic geome-
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try ( see [12] ). Their idea is to use the global two-term free resolutions 
of the deformation-obstruction complexes. Inspired by this, J. Li and 
the second author of this paper constructed virtual moduli cycles and 
defined G-W invariants for general symplectic manifolds in [13], while 
we developed in this paper a different method of constructing virtual 
moduli cycles in our dynamic setting of Hamiltonian system. As a 
consequence of this, we extended Floer (co-)homology to all symplectic 
manifolds without any positivity assumption and proved Arnold conjec­
ture in general. One of the main techniques of this paper is the gluing 
of J-holomorphic curves for which the transversality may fall. Gluing 
of J-holomorphic curves under transversality assumption was developed 
before in [11] and [19]. The method we used in this paper was based 
on the work of the first author in [11]. The method in [19] can also be 
adapted here. 

To motivate our construction, we first need to introduce some ideas 
and notations prevailed in previous Floer (co) homology theory. 

Recall tha t the question of finding 1-periodic orbits of (0.1) has a 
variational formulation. 

Let L be the space of contractible loops in V and L be its universal 
covering with covering group ^(V). Each element [z, w] of e can be rep­
resented by a C°°-map w : D2 —> V with boundary value z = w\9D2=Si. 
We denote this representation by (z,w). 

However, we will introduce a weaker relation for the definition of 
L, namely, we define [ z , w i ] ~ [z2,w2] if z\ = zi and w\ and w2 are 
homologous to each other. Under this equivalence relation, we have 
L(V) = e(V)/T, where T is the image of ^(V) under the Hurewicz 
map 7T2(V) —T- H2(V). The symplectic action functional a H : e —> R is 
defined by 

a H([z,w])= Z w*LO+ Z Hg(z(0))d0. 
D2 S1 

The critical points of a H are just those [z, w] with z being the 1-periodic 
solution of (0.1). We will use V{H) to denote the set of critical points 
of a H, which is just the "lifting" ofV(H) in L{V). 

Let J be a ^-compatible almost complex structure in the sense 
that for any x,y G T v V,uj(Jx,Jy) = uj(x,y) and the symmetric bi­
linear form g J(x,y) = uj(x,Jy) is positive on T v V for any v G V. 
Clearly, g J is a J-invariant Riemannian metric on V, which, in turn, 
induces an L2-metric on L(V). With respect to this metric, a gradi­
ent flow line of a H is just a connecting orbit f : R X S 1 —> V with 
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bounded energy, satisfying the equation djtH f = 0 and the limit condi­
tion along the ends of R X S1, namely, lim s^±O0 f ( s , 6) = z ̂ (Q), where 
»j.H f e r i A ' W f f T V D i s g i v e n b y 

and z ̂  G V{H). We will use f D T(J1 H;z~ , z + ) to denote the space 
of the connecting orbits defined as above with z~#f = z+. Now the 
energy E ( f ) of f is defined by 

and any element f G M D T(J,H; z , z + ) has a fixed energy 

E ( f ) = a H{z+) - a H(z~). 

Let f 
M D T(J,H;z~,z+) = M D T(J,H;z-,z+)/R 

be the moduli space of unparametrized connecting orbits, where R acts 
on f T(J,H;z~,z+) by s-translations. 

For a "generic" choice of {J,H), M D T{J,H; z , z+) is a smooth 
manifold of dimension ß{z+) — fj,(z~)f where fj, : P(H) —> Z is the 
Conley-Zehnder index. 

With such data one can at tempt to develop a Morse theory for a H 
to get an estimate on #P(H). The "classical" Floer cohomology is just 
a such device constructed for some ideal situations, such as in the case 
of semi-positive symplectic manifolds. 

The idea is to construct a chain complex (C*(H),SjtH), whose ho­
mology H*(C*(H),SjtH) is isomorphic to H*(V), in such a way that 
C*(H) is generated by the elements of P(H) as a Q-vector space, 
and the coboundary operator SjtH is defined by "counting" the num­
ber of discrete connecting orbits. More precisely, we define C*(H) = 
Q)k C k(H), and any element £ G C k(H) is a formal sum £ — P, f( ; )_k £g ~z 
with £j G Q, such that for any c > 0, 

# { z j 6 / 0 , af(z) < c} < oc. 

In general C*(H) is of course infinite dimensional over Q, but it is a 
finite dimensional vector space over the Novikov ring Aw, which is a 
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field in our case (see the relative definition in Section 5). In fact the 
dimension of C*(H) over Aw is just #~P(H). 

Now 5J}H : C k - • C k+1 is defined by 

SJ,H(x)= X n(xiy)y 

for any x G C , where n(x, y) is the oriented number #M (J, H; x , y). 
If we have 

(i) n(x, y) is finite when /i(y) — /i(x) = 1; 

(ii) P /U(y)=k+i n(^> y) ' n(y> z) = 0 for any x e C k and z G C k+ 2 , 

then ( J H is well-defined and (C*(H),JtH)) is a chain complex. The 
"classical" Floer cohomology is just the homology of (C*(H),JtH) for 
a generic (J, H) when (V,u) is semi-positive so that (i) and (ii) hold. 

Note that the left-hand side of (ii) can be interpreted as the (ori­
ented) number of pairs of "broken" connecting orbits between x and z 
when ß(z) — fJ,(x) = 2. In the "ideal" situation, the space 

Uß(y)=k+1M D T (J, H; x , y) x M D T (J, H; y, z) 

of such "broken" connecting orbits is just the "boundary" of 
M D T(J,H;x,z). We denote its union with M D T(J, H;x,z) by 

M ( J , H ; x , z ) . One can show that it is compact. In fact, in this ideal 
case, this compact moduli space of "broken" connecting orbits coincides 
with the moduli space of stable (J, H)-maps connecting x and z (See the 
definition in Sec.2). Therefore, we have a "good" compactification of 
M T(J, H;x,z) with boundary components of codimension 1. Putt ing 
this in a more algebraic form, we can summarize the "classical" Floer 
cohomology (for good cases) in the following statement: 

(iii) When x G C k, z G C k+2, the moduli space M(J, H; x , z) of sta­
ble (J, H)-maps connecting x and z is compact and is a one-dimensional 
manifold with boundary. It can be viewed as a relative virtual 1-cycle 
with 

dM(J, H; x , z) = Uß{y)=k+1M(J, H; x , y) x M(J, H; y, z). 

Clearly, (i) and (ii) follow from (iii). 
Now for a general closed symplectic manifold other than semi-positive 

ones, the natural compactification M (J, H; x , z) of M T(J, H; x , z), the 
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stable compactification, contains not only those "broken" connecting 
orbits as above, but also some bubbles of J-holomorphic spheres. A 
"boundary" component of the stable compactification containing some 
multiply covered bubbles with negative first Chern class may have a 
higher dimension than that of M D T(J, H;x, z) itself. Consequently 
both (i) and (ii) may fail. 

To overcome this difficulty, we will construct a virtual moduli 
Q-cycle C(M (J, H;x,z)) such that its underlying moduli space 
M (J, H; x , z) is compact. Here v stands for certain "generic" pertur­
bation of the öj,//-operator. Below is the outline of our construction. 

The construction consists of two parts, local and global one. Firstly, 
note that M (J, H; x , y) consists of all unparametrized stable (J,H)-
maps connecting x and y, which is contained in the infinite dimensional 
space B(x,y) of unparametrized stable L k-maps, (see the 
relevant definitions on page 17).There is an infinite dimensional "bun­
dle" L —T- B(x,y) with each fiber Lm of [f] G B(x,y) consisting of all 
L k_1-sections of the bundle /\0,l(f*TV), f G [f], modulo the equiva­
lence relation induced by reparametrization of the domains. In general, 
we do not expect to get any useful smooth structure for B(x,y) due to 
the non-compactness of reparametrization group. However, there ex­
ists an open set W C B(x,y) such that M (J, H; x , y) C W and W is 
a stratified Banach orbifold, called partially smooth orbifold, stratified 
according to the topological types of the domains of the stable maps. 
In fact , W = U^_1Hi and each W i = W(f i) is an open neighborhood 
in B(x, y) of [f i], with [f i] G M (J, H; x , y), such that W i is uniformized 
by TTi : W i = W(f i]H i) —> W i with a finite automorphism group I i , 
where the uniformizer W i consists of all those stable L k-maps in the 
neighborhood W i f f i) = f ~ 1 ( W i) of f i which send their marked points 
into some particularly constructed family of local hypersurfaces H i. Let 
e i = 7i*(L) - • W i. Then 

Ti = ( v i , nW) : {L i, W i) -> ( L , W i), i = 1, • • • , m, 

gives rise to a uniformizing system for the orbifold bundle (Lj W , W ) . 

öj,_ff-operator can be interpreted as a section of L i which is I i - equiv-

ariant. Let f i be the zero set of djtu in W i. Then M i = itW ( f i) is 
just 

M(J,H;x,y)r\W i. 

Now the wrong dimension of the boundary of the stable compactifi­
cation simply means that dju is not a transversal section yet in some 
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W i though we have chosen a "generic" pair (J, H). In terms of this 
orbifold structure, the non-sufficiency of perturbing (J, H) to achieve 
transversality for djtn is quite easy to understand. It is simply because 
that any perturbation in J X H of the set of pairs (J, H) will yield a I i 
equivariant change in W i, but for a given pair (J, H), which is effective 
in the sense that there exists some u, say, in W i, such that djtnu = 0, 
the cokernel R i{u) of the linearization of djtf at u may not be gener­
ated by Ti -invariant sections of e-. Because of this, our remedy for this 
non-transversality problem becomes quite plain at least locally. What 
we need to do is to choose a "generic" perturbation Vi in R i = R(f i), 
which in general may not be generated by Ii-invariant sections of e i, 
and consider the / i-perturbed section djtn + i '• W i —> e i. It directly 
follows from the construction that this new section is transversal to zero 
section and the local moduli space 

and its projection Aii i to W i certainly have the right dimension at all 
their s t ra tum as expected by the index theorem. 

To complete our construction of the virtual moduli Q-cycle 
C(M (J, H; x , y)), we need to globalize the above construction. The 
main difficulty here is how to transform each non-equivariant section Vi 
in W i into W j when W i l~l W j is not empty. 

In order to get such a transformation, let W ij = W idW j and consider 

and 

We define W ij ij to be their fiber product W ij ~X\i W ij over W ij, which in 

some sense can be thought of as a substitute for f W i l~l W j " . In general, 
let N be the nerve of the covering W = f W i; i = 1, • • • , mg. For each 

Wi = W iu...,i n = W n W i2 • • • n f i n 

with I = (i\, • • • ,i n) G N', let 

Then we have n "finite f morphisms 
*•* : W, ... i . - i ^ Wi 

i l ? iLk i i n 
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with automorphism group Tk- As above, we define W I I as the fiber 

product of W i -i i (1 < k < n) over W i. ... i , where 

rI = ri1 x r i - . x r i n. 

Obviously Y I acts on W I I and II -a = iW for any ( T C T I , where 7I is 

the natural projection from W I I to W I. We have a similar construction 

I : e ̂  I - • L I for "bundles f L I = ( T T ^ ) " 1 W / ) . If J C I G N , there 

exists a morphism 

J-.(F^W^^iL/^ f1/) 

such that 

(i) 7TW o 7J = E J o 7I^, where E J : W/ —> W J is the inclusion; 

(ii) ^ ( ( 7 T J ) _ 1 ( u ) ) is N I/N J for a generic u, where T I = j r I j . 

Now we can construct an open subset V I C W I for each I G N to 
remove those "extra" overlaps between these W I's (see detail in Section 
4). By replacing W I and all induced construction above by V I's, we get 
a system of morphisms of bundles: 

Note that each W I I and V e I are not (partially) smooth manifolds, 
but rather (partially) smooth varieties (see the definition on page 59). 
We now use above system (ET, Vr) to globalize our local moduli space 
M i% • Since these (E I I, V I I) relate to each other by those "semi-global" 
morphisms 7J, a global section s of the system e ET, V r ) can be defined 
as a collection of sections fs I; I G N g of (-e I, V I I) such that (7I) s I = 
s J is valid over smooth points in their overlap. Clearly, dJtH gives rise 
to a global section of this system, and each element i G R(f i) can be 
transformed as a global section of the system by using these 7I^'s to lift 
it into a collection of sections of (E ^ I, V I I),I G N . Let R = ®m=lR{ff). 
We will prove in Section 4 that for a "generic" choice of v G R, ö J H + z/ 
is a transversal global section of (-e I, TI I ) . 

Now 

(J,H + v)-\ti) = f(dJ,H + I)_1(0); I G Ng 

are certainly compatible with each other. Let 

M I = (J,H + I)-\t i) 
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and M I = 7rI(M1JI). Then Mv = fM^I G A/} is the compact moduli 
space induced by v underlying the virtual moduli Q-cycle that we are 
looking for. The resulting relative virtual cycle is "formally" defined to 
be 

(see the precise definition on page 64). The following theorem, which is 
proved in Sec.4, serves as a technique base of this paper. 

T h e o r e m 1.1. The above C(M (x, z)) is a rational cycle in B(x, z) 
of dimension ß(z) — ^(x) — 1. Moreover, we have 

d(C(M(x, z)) = Uy CiM^x, y)) X C(M(y, z)). 

In the case that fj,(y) — fj,(x) = 1, it follows from this that M u ( x , y ) is 
a finite set, and oriented number #(C(M1 , ' (x, y))) G Q is well-defined. If 
we define n(x, y) = #(C(M1 , ' (x, y))), it is easy to see that (i) and (ii) will 
follow from above theorem. With this new interpretation of n(x, y), we 
now can extend Floer (co-) homology to all closed symplectic manifolds 
by the very same formulae as before. By using a parametrized version 
of above theorem we can prove that the resulting Floer cohomology 
FH*{V,u;J,H,u) is independent of the parameter (J,H,v). In fact, 
with certain suitable modification of the above theorem, we can also 
define both the intrinsic and exterior multiplicative structures in the 
Floer cohomology for all closed symplectic manifolds, which were only 
defined for semi-positive case before. 

This paper is organized as follows. 

In Section 2, we will define the moduli space M (J, H; x , y) of stable 

(J, H)-maps connecting x and y and its ambient space B(x, y) of stable 

L k-maps, k — - > 1. We then prove in Lemmas 2.6 and 2.7 that for 

each [f] G M (J, H; x , y), there is an open neighborhood W(f) of [f] in 

B(x, y) , which is a (partially) smooth orbifold with a (partially) smooth 

uniformizer W(f; H) and automorphism group Tf, and an orbifold bun­

dle £ ( f ) over W(f) with uniformizer e ( f ) . The ôJH-operator gives rise 

to a Tf-equivariant section of e ( f ) . 
In Section 3, we will establish the main local transversality of JtH~ 

section perturbed by a "generic" section v of the finite dimensional 
"obstruction" bundle R(f). The main technical part of this section is 
the main estimate in Proposition 3.1. As a consequence of the transver­
sality of dJH + vi in Lemma 3.9 we will prove that the local perturbed 
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moduli space f ( f ) has the "right" dimension as expected by index 
theorem for each of its s t ra tum. Another corollary of the transversality 
is the gluing construction of Proposition 3.2 and Corollary 3.3 which will 
serve as a basis for comparing the strong L p-topology for Ai (J, H; x , y) 
defined in this section with the weak C°°-topology used before by Floer 
and Gromov. 

Section 4 is devoted to globalize above local moduli space f { f ) . 
We will give the details of our construction of the relative virtual moduli 
Q-cycle C(Ai'y(J, H;x,y)) sketched in this introduction. 

In Section 5, we will use the theory which we developed in the previ­
ous sections to extend Floer cohomology FH*(V, u;J,H, v) to a general 
closed symplectic manifold and prove that it is invariant with respect 
to the parameter (J, H, v). We conclude our proof of Arnold conjecture 
in Theorem 5.3 and Corollary 5.4 showing that FH*(V, u; J, H, v) is 
isomorphic to H*(V) <g) Aw. 

During the preparation of this paper, we learned that Fukaya and 
Ono obtained a different proof of the Arnold Conjecture in [8]. 

The authors are grateful to referees for their suggestions for improv­
ing the writing of the paper. In paticular, we are very grateful to one 
of the referees, who pointed out that the parametrized moduli space 
introduced in the first version was not needed. Though the proof in 
the present version of this paper is the same as the first version, this 
suggestion of the referee makes our presentation much more clear and 
simpler. 

2. Modul i space of s table maps 

In this section we will define the moduli space Ai (J, H; x , y) of stable 
(J, H)-maps and its ambient space B(x, y) of stable L p-maps connecting 
x and y. Near Ai(J, H;x,y), B(x,y) has a (partially) smooth orbifold 
structure. Locally, this amounts to say that for each stable (J, H)-
map [f], there exists an open neighborhood U(f) of f in B(x,y) such 
that U(f) is uniformized by a connected (partially) smooth manifold 
U(f; H ) . Over each uniformizer U(f; H ) , we will define a Banach bundle 
£ ( f ) . The ô j ^ -ope ra to r is an equivariant section of the bundle, which 
is smooth on each s t ra ta of U(f; H ) . 
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2.1 Modul i space F M k of stable curves 

We start with a description of the domains of our stable maps and the 
structure of the space F M t k of the collection of these domains which 
we call F-stable curves. Due to the appearance of the inhomogeneous 
term in perturbed J-operator, the moduli space F M t k and its com-
pactification F M t k tha t we use in the paper are different from M , k 
of stable curves and its Degline-Mumford compactification M ^k-

Recall tha t a k-pointed genus zero curve (S , x\, • • • , x k) is said to 
be stable in the sense of Deligne-Mumford if geometrically S can be 
obtained by joining pairwise its L components Sl = S 2 , l = 1, • • • , L, at 
some distinguished points, called double points, then adding the marked 
points x i, i = 1, • • • ,k, away from the double points. The stability 
condition means that on each Sl there are at least three marked or 
double points. Note that the components Sl, l = 1, • • • , L form an open 
string for a genus zero stable curve. 

A genus zero k-pointed stable curve (T,,x\,--- ,x k) is said to be 
F-stable if it satisfies the condition that we describe now. We divide 
the components of S into principal components £p ii, i = 1, • • • , L\ and 
bubble components £ b j , j = 1, • • • ,L2- Each S p i has two particular 
double points y ij±oo except for i = 1,L\, where one of these y±oo is a 
marked points. But we will distinguish these two marked points from 
those x-'s. All principal components together form a chain such that 
y i+it+cx> = y it-ooj i = 1) ' ' ' ) L\ — 1. There is particularly chosen "marked 
line" L pti connecting y ij±oo on each Spji. Because of this, we may identify 
each (Spji; y i-ooj y i,+oo) with ( R x S 1 ) canonically modulo R-translation 
with L pti corresponding to 9 = 0. 

From now on, we will simply use T,p and Sb to denote the principal 
and bubble components of S respectively whenever the context is clear 
even abuse of notation may occur. This usage is also applicable to all 
relevant quantities and constructions. 

Two such curves (Si ; x\, • • • , xlk) and (S2; x^, • • • , x2k) are said to 
be equivalent if there is a homeomorphism (f> : S i —> S2 preserving 
marked points and marked lines such that the restriction of (f> to each 
component of S i is holomorphic. The resulting equivalent class, denoted 
by [Si], is called a F-stable curve. 

There is an obvious "forgetting marking" procedure that sends S = 
(S; xi, ••• , x k) to Su by simply ignoring all marked points x i, i = 
1, • • • ,k. A component Sl of S is said to be free if it is not stable after 
forgetting the markings. Hence a free principal components Sp does not 
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have any double points other than y pt±oo, and a free bubble component 
has either one or two double points. We can get a stable curve T,s with 
minimal number of markings from Su by adding one or two marked 
points to each of its free components. To obtain a unique result, we 
require that the marked point added to a free principal component T,p 
to stabilize it is on L p. Note that the automorphism group G p of each 
free principal component T,p consists of all R-translations, and the au­
tomorphism group G b of each free bubble component £b consists of all 
holomorphic maps of £b that preserves the double points of £b. We 
will use G s to denote the automorphism group of S which consists of 
all holomorphic isomorphisms of S after forgetting its marked points. 
Note that G s may interchange different components of S and we refer 
it as reparametrization group. It contains G p and G b's as subgroups. 

Since the components of S form a "tree", if we think the chain of the 
principal components as the "roots" of the "tree" ,we can associate to 
each bubble component £b an unique principal component of its "root", 
and we denote it by £bip. 

A F-stable curve is said to be smooth if it only has one princi­
ple component. We define the moduli space F M t k of k-pointed F -
stable curves to be the collection of equivalent class of all smooth F -
stable curves S with k marked points x i, i = 1, • • • ,k and two ends 
y±cx>. Equipped with the obvious smooth structure, F M t k is a smooth 
manifold of real dimension 2{k — 1) + 1, and there is a S ̂ -fibration 
S 1 —> F M , k —> M0,k+2) which corresponds to the procedure of 
forgetting the marking line L s of S . 

To obtain a compactification F M t k of FMo,k-, we let some of the 
x-'s of S go together or go to the ends y±oo- As the case of Deligne-
Mumford compactification, this intuitive process corresponds to a de­
generation of S into a k-points F-stable curve. Therefore, F M t k is just 
the set of all k-points F-stable curves described above. This will become 
clearer after we describe the local structure ofFMtk in a moment. Note 
that unlike Deligne-Mumford compactification M , k of M , k , F M , k is 
not a smooth manifold but has "boundary" and "corners". However, 
F M . k can be decomposed as a finite union of smooth manifolds ac­
cording to the topological type of S . We describe it now. 

The topological type of S is determined by its intersection pattern 
I = I-£, which is simply a pairwise correspondence of the distinguished 
points of the smooth resolution e of S that corresponds to the double 
points of S . It is clear that 
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I = fI j EeFM0,k g 

is finite and 

is a smooth manifold. One has the obvious decomposition 

The motivation to introduce the space F M t k comes from the fact that 
its elements appear naturally as domains of the stable compactification 
of the moduli space of connecting orbits. Our main concern therefore is 
only the underlying set Su of E, or rather the T,s which is S equipped 
with minimal number of marked points needed for stability. However in 
order to understand the change of the topological type of the domains 
in the stable compactification, it is necessary to include those stable 
curves which have extra markings. Nevertheless we can always start 
with the case that S = Ss . 

Fixing I = Iss and a point S G F M kl we will give a concrete 
local description of the "universal" family of stable curves over F M t k , 
whose projection to F M t k gives rise a local coordinate of S in F M k. 

Let K l + 3 be the number of marked or double points on the com­
ponent Sl of S . Since S = Es, there are at most two marked points on 
£ l , so that the first K l distinguished points can be arranged as double 
points that we will call d lk. Here for each principal component T,p, we 
have ordered its two ends y pt±oo as the last two distinguished points. 
Let q p be the third from the last distinguished point of the free prin­
cipal component T,p. We may use the automorphism group G b of the 
bubble component £b to bring the last three distinguished points to the 
standard position of 0 , 1 , and oo of S 2 and G p of principal component 
of Tip to bring q p to the central circle fs = 0g. 

Because of the assumption that Ss has no extra markings, the lo­
cations of above points for the nearby £ ' serve as a local coordinate 
(uniformizer) of F M 0 k near S . More precisely, if alk G Dh{d l,k) is the 
complex coordinate of the 5-disc centering at d ltk, and 0p G Is(q p) is the 
argument parameter in the 5-interval of S1 = fs = 0g centered at q p, 
then the collection (a, 6) = (alk, 6p) is the local coordinate of F M 0 k 
near S . We will denote the corresponding curve by £ / e\. 

Now for each double point of d ̂  k = d'lt k, of £ ' = Tra^\ with I ( l , k) = 
(l',k'), we associate a complex gluing parameter t lk = t li k G Dg 
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of the 5-disc centering at the origin of C, and for each pair of ends 
y p,+oo = y p+i,+oo of Sp and T,'p+1, a real gluing parameter p G [0,6]. 
Note that here we have used d l k to denote all double points of Sl 
rather than just the first K l ones. Let (a, 9, t, r ) be the totality of 
(al,kj0pjt l,kjTp)- Then the corresponding curve E ( a ô t T \ can be ob­
tained from £(Q:,0) by the following gluing procedure: for each double 
point d'lk = d l, k, of ^(a,e) with coordinate oilk and al^k , consider the 
discs Ds1(altk) C Sl and D's (al 'k ') C Sl, with coordinate w ltk and w liki 
respectively. Let (s,(f>) be the corresponding cylindrical coordinate, i.e., 
w = e-2T(H-i>). We cut off the discs f(s l,k, < l , k ) l k > — log jt l,k jg in 
Ds^a^k) and f(s l<jk<, <fl',k')js l',k' > - log jt l/ik/jg in Ds^otlk)- Then glu­
ing back the remaining parts of Dg1(o:ltk) and Ds1(al'tk') along their 
boundary by the formula 4lk = <jl,k' + arg(t l,k)- A similar and simpler 
gluing process is applied to the real parameter r for gluing along ends 
y p,±oo of the principal component of E ( a m . We denote the resulting 
curve by S( a g j t T), which is an element of F M t k near S . The param­
eter (a, 9, t, T) serves as a " cornered" coordinate chart of F M t k near 
S, and S( a g j t T) forms the universal curve over it. 

Note that ^ta,e) £ F M k if and only if t = 0 and r = 0. Similarly, 
letting some of components of (t, r ) be zero, we get various curves in 
F M k with I\ > I. Here the partial order among the intersection pat­
terns is the obvious one, i.e., I\ > I if the topological type T<I1 can be 
obtained from £ I through gluing. In particular, for S( a g j t T) on the top 
s t ra ta of F M t k , none of any component of t and r is zero. 

2.2 Modul i space of stable maps 

Now let (V, uj) be a closed symplectic manifold with a ^-compatible 
almost complex structure J and a time-dependent Hamiltonian function 
H : V X S1 —> R . For generic H, the set P^H) of 1-periodic orbits of 
the Hamiltonian equation of H is finite. Let P(H) be the corresponding 
"lifting" in the universal covering e(V) of the contractible space L(V) 
of loops of V. Hence, each element z G P(H) is a map w : 
such that z = wjgD2 G P(H). We will still call z a closed orbit. 

Recall tha t each principal components T,p of a stable curve S has 
two particular double points y pj+oo and y pt-oo- Let y ̂  be the collection 
of all such double points of S . 

Given a F-stable curve S, a map f : Snfy0 0g —> V is said to be a 
stable (J, H) -map if there exist L\ + 1 closed orbits z p, p = 0 , 1 , • • • , Li , 
such that : 
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(A) On each principal component T,p with cylindrical coordinate 

(s,0), f p satisfies the equation of connecting orbits between z p—i a n d 

z p. More precisely, this means (i) -gf + J{f p)-gf = V 2 H ( 0 , f p), 

(ii) l i m ^ - o o f p(s,0) = z p_1(0), lim s^+00 f p(s,0) = z p(0). 

(B) On each bubble component £b, f& is J-holomorphic. 

(C) [z p] = [z p-i] + [f p] + P b[f b,p] as relative homology class of 
(V, z p), where the domain of f ^ is E ^ defined in Sec.2.1. 

(D) All homotopically trivial principal components or homologically 
trivial bubble components are not free. 

By somewhat abuse the notation, we will use S to denote the domain 
of f and write f : S —> V instead of f : S\{y0 0g —> V. 

Note that the last requirement is imposed in order to rule out the 
possibility of producing a "ghost" bubble through a sequence of rescal-
ing of f at any given point of S, which will certainly result in a non-
Hausdorff moduli space that can not be compactified in any reasonable 
topology. 

Two stable maps f\ and fi are equivalent if there exists a equiva­
lence (f> of their domain S i and S 2 such that f2 = f\o (f>. We will use 
(f) to denote the resulting equivalence class of f and call both f and 
(f) parametrized stable maps. The unparametrized stable curve [f] is 
obtained from (f) by forgetting marked points of (f) first, and then 
quotienting out the actions of the reparametrization group GY,- In other 
words, [f] is just the isomorphism class of f under the holomorphis 
identification of domains without any marked points. 

We also need the notion of stable L k-maps with the Sobolev index 
k — - > 1. A stable L k-map f : S —> V is simply a L k-map on each 
component Sl of the stable curve S such that only (C) and (D) above 
hold and that each principal component f p satisfies an exponential decay 
condition along its ends z p_\ and z p given by 

Z Z e jsj(jép m\j p + j p m)j p)dsd0<œ, 
RxS1 

for m = 0 , 1 , • • • , k, where ^ p is defined by f p(s, 0) = exp p £p(s, 0) for s 
sufficiently large, and Çp_i is defined in a similar way. Here 0 < eo < 1, 
which is fixed throughout this paper. 

All other notions and notation which we introduced for stable (J, H)-
maps above are also applicable to stable L k-maps. 
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We remark here that the only meaningful objects for us are those 
unparametrized stable maps. However in order to understand the defor­
mation of such maps under the topological change of their domains, we 
need to choose a representative f for [f] and to stabilize its domain Sf 
by adding minimal number of markings. Then we deform the domain Sf 
in F M t k through the universal curve there and get the corresponding 
deformation of f through parametrized stable maps with certain con­
straints at their marked points. The domains of this deformation will 
have extra markings, and they only serve as an intermediate objects. 
We get the deformation of unparametrized stable maps by sending those 
parametrized stable maps to their equivalent class by simply forgetting 
their marked points. 

Most of the rest of this subsection will be devoted to giving the 
precise constructions sketched in above remark. 

Each stable map (f) or [f] determines an intersection pattern D f 
of f which contains the following data: (a) the intersection pattern IY, 
of the domain S of f; (b) the relative homotopy class of each princi­
pal component f p determined by the two ends z p_i and z p of f p and 
homology class represented by each bubble component f& in H2(V, Z). 

An intersection pattern D is said to be effective if D = D f with f 
being stable (J, H)-map. For such an intersection pattern we define its 
energy to be 

E(D f) = E(f) = X E(f p) + X Z f b"> 
p b S 2 

and consider the set 

D e = fD j E(D) < e, D i s effective g 

of effective intersection patterns of bounded energy. 
From Floer-Gromov compactification theorem for cuspidal maps it 

follows that there exists a constant e > 0 depending only on (V, u, J, H) 
such that for each non-trivial component f; of a stable (J, H) -map f, 
E (f l) > e. Therefore if E(f) < e, f has at most c/e non-trivial compo­
nents. To see the finiteness of D e, we need to get a uniform bound on 
the number of ghost bubble components. To this end, note that after 
forgetting extra markings, there are only one or two marked point(s) 
on each free component which is non-trivial. This implies that there 
are at most 2e/e marked points. This in turn determines the number of 
double points, hence, the number of the components of ghost bubbles. 
From the above analysis follows 
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L e m m a 2 . 1 . The set D e is finite. 

Now we can define various moduli spaces of stable maps. Let 

M(J,H;x,y) = f[f] j f is stable (J, H) - map, z0 = x , z Ll+1 = yg, 

where zQ and z L I + I are the first and the last end of the chain of the 
principal component of f; 

M D{J,H,x,y) = f[f] jfeM(J,H;x,y), D f = Dg, 

and 

B e(x,y) = B p k'e(x,y) 

= f[f] jf is L p k — stable, E(f) < e, D f is effectiveg, 

B D'e(x,y) = f[f]j [f]eB e(x,y),D f = Dg. 

Note that from (C) of the definition of stable (J, H) -map it follows 
that the energy E(f) is bounded for any [f] G M(J, H, x , y). Therefore 
M i J , H , x , y ) C B e(x,y) for e large enough. We will choose such an e 
once for all and omit the superscript e for the moduli spaces of stable 
L k-maps in the rest of this paper. 

The moduli space 

~M{J,H;x,y) = UD M D(J, H;x,y) 

is the stable compactification of the moduli space M D T(J, H; x , y), 
which is the moduli space of connecting orbits between x and y. Here we 
use D T to denote the top s t ra ta F M k. However, the boundary compo­
nent M (J, H; x , y) nM D T(J,H;x, y) of this compactification may have 
higher dimension than the dimension of M T (J, H;x,y) itself. Our 
motivation to introduce these moduli spaces of stable L k-maps, inside 
which M(J, H; x , y) appears as the zero set of a certain section induced 
by the JtH~ operator, is to use them as an ambient space to alter the 
defining sections of M(J, H; x , y) to get a new compact moduli space 
with "right" boundary. To this end, we need to understand the smooth 
and topology structure of these spaces. We start with those spaces 
whose elements have a fixed intersection pattern D, and therefore a 
fixed intersection pattern I of their domains. 

Given [f] G B D{x,y), let f G [f] be a representative with domain 
S G FM I k. Note that here we have chosen minimal number of marked 
points to stabilize S . Recall tha t in this case, a neighborhood of S in 
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F M k can be parametrized by parameters (a, 6) = (alk, öp), where 
(al,k, Op) G Ds(d ltk) X I 5 ( p ) for k = 1, • • • , K l and p = 1, • • • , Lx ( s ee 
the relevant definitions in 2.1). For simplicity, we may assume that 
there is no free principal components; therefore, 9,p is a parameter for 
some double points. Now consider the mapping space 

Map(T,l, V) = fg l j g l .T,l -+V, kg l k k,p < °°g, l = 1, • • • , L. 

In the case that El is a principal component, we understand that the 
Lk-norm has been exponentially weighted along the ends of El as in the 
corresponding part of the definition of stable L k-maps in 2 .1Q 

Let U(f l) be a neighborhood off, in Map^ l, V). Set U = L=1 U(f l) 

and K = P l=i K L- We define the evaluation map 

e D : U X {DS)K X I L1 — • V K+Ll+3L2 

given by: 

( g i , ' ' ' ,g L,--- ial,k, ••• ,Qp,--- ,ßb,j, • • • ) 

- > ( • • • ,g l(al,k),--- ,g p(0p),--- ,g b(ßb,j),---), 

where / b j , j = 1, 2, 3, are the last three distinguished points of the bub­
ble components £b, which are already brought to the standard positions 
by the group SL(2, C ) . 

The multi-diagonal AI C V + 1+ L is defined in an obvious way, 
determined by the intersection pattern I . For instance, if I ( f l , kg) = 
fb,jg, then the component oilk = bj in AI . Clearly, e D is transversal 
to AI , and e~D (AI) is a Banach manifold. Now the reparametrization 
group Gsg acts on g G e~D (AI) . Let 7r : e~D (AI) —> e~D ( A I ) / G s be the 
quotient map. The moduli space space B (x,y) of unparametrized sta­
ble maps can be topologized by using the quotient topology. Because of 
the non-compactness of the reparametrization group, we do not expect 
to have a good structure of B D [x, y). However, near the moduli space 
M (J, H; x , y) of stable (J, H)-maps , the action G has a "good" slicing, 
which implies that B D [x, y) has an orbifold structure in a neighborhood 
of M D(x,y). 

To describe this slicing, we assume that [f] and its representative 
f G [f] above are stable (J, H)-maps . Let f p, p = 1, • • • ,P, and f&, 
b = 1, • • • , B are its free principal and bubble components. Each free 
bubble component has one or two marked points. For simplicity, we may 
assume that there is only one such point. We may choose (0, 0) and 0 
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as the marked points for all f p and f& respectively, and assume also that 
they are generic points. This implies that for each principle component 
f p, p j RX{O} is an embedding near (0,0) and f(s, 0) / f (0 , 0) if s / 0 
for generic J and for each bubble component f&, f& is a local embedding 
near 0. Now choose a hypersurface H p of codimension 1 locally near 
f p(0,0) for each free component f p, p = 1, • • • , P, such that p j R X {O} 
is transversal to H p at (0, 0) and a hypersurface H b of codimension 2 
locally near f&(0) for each free bubble component f& b = 1, • • • , B , such 
that fj is transversal to H b at 0. Let H = Q H p X Q b H b. 

Given a small e > 0, we define the e-neighborhood of f in e~D (AI), 

U D(f) ={gjkg-fkD < e l ; where the norm kg - fk B D = EL=i 113l ~ 
f/k k,p+ summation of distances of corresponding double points on each 

£ l . ' 
Since the Sobolev index k — - > 1, from Sobolev embedding the­

orem and the assumption of exponential decay along the ends of each 
principal component g p it follows that when e is small enough, p j R X {O} 
is transversal to H p and has one and only one intersection point with 
H p for any g G U D{f). Therefore, if we define 

U D(f,H) = {gjgeU D(f), g p(0,0) G H p, g b(0) G H b}, 

where p running through from 1 to P and b from 1 to B, then we already 
get a slicing of U D{f) for those group actions of Q p= iG p- Because of 
this, we only need to deal with bubble component g b. 

According to [15], each bubble component g b can be factorized as 
f b = f ^ob where b : £b —?- £b is a n b-fold branched covering of S 2 , and 
f b is a simple J-holomorphic map in the sense that it is an embedding 
away from finite singular or double points off&. Let f b~ (f&(0)) = {w\ = 
0, • • • , w n b}, then we have 

L e m m a 2 .2 . When e, S small enough, for any g G U D(f), there 
exist exactly n b points, wi(g b), • • • ,w n b(g b) such that w i(g b) G D$(w i), 
i = 1, • • • , n b, and g b~ (H b) = {w i(g b)~}- Moreover, if e —> 0, we can 
choose 5—7-0 also. 

Proof. We choose a coordinate chart W b of V near f& (0) such that 
W b = H b © R 2 . Let h b : W b —> R 2 be the projective of W to the second 
factor R 2 of the direct sum. The assumption that k — - > 1 implies 
that g b is C1-close to f&. So is h o g b to h o f b. Since h o f b(w i) = 0 and 
kD(h b o fJ) (K; i )k = 1, it follows that there exists a constant r > 1 such 
that jhog b(w i)j < re, and - < kD{h bog b){w i)k < r. Now Picard method 
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for implicit function theorem implies that there exists a S depending 
only on r and the norm of the second order expansion of h b o g b, which 
we may assume to be uniformly bounded, such that there is one and 
only one zero of h b o g b in each D$(w i), i = 1, • • • , n b. It is easy to see 
that these are the only intersection points of g b and H b when e is small 
enough. 

The last statement also follows from Picard method. q.e.d. 

L e m m a 2 .3 . Let U D{f, H) be the image ofU er){f, H) under the pro­
jection of the quotient map n. Then U D(f1 H) contains an open neigh­
borhood of [f] in B D (x,y). 

Proof. As before we only need to deal with free bubble component g b, 
and we still assume, for simplicity, tha t g b has only one free parameter. 
We only need to prove that when ei < < e, for any g G U D(f), there 
exists (f> = ((fl), with 

4l G SL{2, C; 1, oo) = f tj} j V e SL{2, C) , V(l) = 1, ^(°o) = °°g 

such that g o <f> G U D(f, H ) . It follows from Lemma 2.2, that there 
exists wi(g b) G Dg(0) for some S > 0, such that g b{w\{g b)) G H b and 
that when ei —> 0, S —> 0 also. Now define ^ to be the automorphism 
of S 2 preserving 1, oo and sending 0 to w\(g b). Then g o <f> G U er){f, H) 
when €\ and hence 8 are small. q.e.d. 

Our slicing e D ( f , H ) does not give a local coordinate of B (x,y) 

near [f]. There are further equivalence relations of finite order among the 
elements of U ̂ (f, H ) , which can be described by extending the action 
of the automorphism group Tf of f, where Tf = f (f> j (f> G G s , f o (f> = 

fg. Note that Tf is a finite group. It is generated by the subgroup 
e f = Q l=i Ff together with those elements in G s which permute the 
components of S and preserve f. Here Vf = f <fl j f lo<fl = f;, 4l preserves 
double points of f;g. 

Since f; = f l o TT with each f; being an embedding essentially, it 
follows that f lo(f> = f l if and only if IT o fl = IT and (fl preserves double 
points of £ l . Therefore, Tf is a subgroup of the finite automorphism 
group of the branched covering of S 2 , whose elements fix at least one or 
two distinguished points of S 2 . This implies 

L e m m a 2 .4 . Each Tf is a cyclic group consisting of "rotations". 

We now only describe how to extend the actions of e f to U D (f, H ) . 
The extension for general case is essentially same. Since we will do this 
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componentwisely, for simplicity, we may assume that g has only one 
component with one free parameter. 

Let (f>i be the automorphism of S 2 such that <f>i(wi) = w i, i = 

1, • • • ,n, (f>i(l) = 1, (ßtoo) = co, where w\ = 0 as before. Then e f 

consists of all those fi such that f o <i = f. We may assume that they 
are the first m çi s. Set r = min i>m ||f — f o < i | | . For any g G U D{f, H ) , 
we define <£i of automorphism of S 2 by setting <£i{wi) = w i(g) and 
<j)i(l) = e <i(co) = oo. It is easy to see that when e < < ei < < r, 
g o (fi G U D{f, H) if and only i < m. This gives rise to an action of 
e f on t / D ( f , H ) given by: g * <j> = g o g for g £ e D ( f , H ) , 0 G e f, 
when it is defined. It is clear that given any two elements g\ and g2 of 
U D (f, H ) , gi and g2 are equivalent if and only if there exists a <f> G Tf 
such that gi = g2* <f>. If we replace U er)

1{f; H) by the Tf-invariant subset 
FKD(f,H) = U ^ r , <£(U<D ( f ; H ) ) , we have 

L e m m a 2 .5 . The action defined above is a smooth right action on 
W D(f'1H), andW D(f1H)/Tf is homomorphic to a neighborhood of[f] 
in B D(x,y). 

Having completed the description of the local orbifold structure of 
B D(x1y) near points of M D(J, H; x , y) for a fixed intersection pattern 
D, we now turn to the same question for 

B{x,y) = UD B D{x,y). 

Given [f] G B (x,y) with f G [f], let S be the domain of f with 
intersection pattern I . Then a ^-neighborhood of S in F M k or in 
F M , k can be described by parameters (a, 9) = (altk,9p) with oilk G 
Ds(d ltk) and p G I ( q p) in the former case and parameters (a,9,t,r) 
with ||t||, \T\ < S, in the latter case. Define the "base points" 

f(a,e) '• s(«,e) -> V 

and 

f(a,e,t,r) '• ^(a,6,t,T) ""> V 

as follows. 
We define f{aß) = f o ^ ( a ô ) with ^ g ) : S ( a j ô) -> S of a diffeomor-

phism between them. More precisely, fix a r > > 5 > 0, define 4>(a,6) to 
be identity on ^<a,e) \ (UD r(d/,k) U {I r(q p) X I r}) and to be the obvious 
"rotation" of S 2 or S 1 on each Ds(d ltk) or Is(q p) X Is, which brings oilk 
to d ltk and 9p to q p. Since r > 25, the image of 4>(a,6) restricting to 
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D$(d) X (Is(q) X Is) is contained in D r(d) X (I r(q) X I r ) . Therefore, we 
can easily extend 4>(a,6) to all T,atg. It follows from the construction that 
when S is small enough, 4>(a,6) is C m-close to identity, for any given m; 
therefore fiaß\ is L k-close to f. 

We define the pre-gluing f(ae,t,T) of f(a,6) with gluing parameter 
(t, r ) as follows. Recall tha t S( a g j t T) can be obtained from ^ta,e) by 
cutting off f(s , <̂>) j s > — log jt l,k jg of each pair Ds(altk) and Ds(al',k')i 
and by cutting off f (s, <̂>) j s > -g of each successive pair of principal 
component £p- i and T,p, and then gluing back along their boundaries. 
Let T m k and T p be the annulus in S( a g j t T) defined by 

T m = f{s l,k,<f>l,k) js l,k > - l o g t l,k - mg 

and 

T p = f(s p,<t>p) js p> --ng. 

Then we define: 

(1) f(a,e,t,r) = f (a ,0) o n ^ (« ,0 , t , ^ ) n U { l , k } T f c Up T p2. 

(2) f(a,e,t,r)(s, 4>) = exp f(a,e) (ß(s) • £(a,0)(s, 4>)) on Ul,k Tf}k Up T p2, 
where Ç(ajg)(s, <?!>) is defined by 

f{a,6){s l,k,<t>l,k) = exp f(a,e)(al,k)£.(a,e){s l,k,4>l,k), 

and ß is a cut-off function which is equal to identity outside Ulk T l k U T 2 . 
Now for a fixed (a, 9, t, r ) , we define 

ea'e't'T)(f,H) = f g j g : S (aAt jT) - • V, kg-f (aAt iT)k k,p < e,g(x) G Hg, 

where the L k-norm is measured with respect to the induced "spher­
ical" and "cylindrical" metric on S( a g j t T). Here we use x to denote 
the collection of marked points x lk of T,g = T,ra^t \, each of which 
comes from some components Sl of S via the gluing. The notation 
g(x) G H simply means that g(x ltk) G H lk. By letting the parame­
ter (a,9,t,re varies with jj(a, 9, t, T)jj < e, we may define U e(f, H) = 
U\\(a,e,t,T)\\<eUe,e,t,T'(f, H ) . The quotient map TT : e e ( f , H ) -> B(x,y) 
can be defined as follows. For each g G U e(f, H ) , we forget all the 
markings of the domain T,g first, and then send g to its equivalent class 
[g] of unparametried stable map, that is Tr(g) = [g]. Let Ue(f, H) = 
ir(U e(f, H)) be the image ofU e(f, H) in B(x, y), which forms open neigh­
borhood of f in B(x, y). 
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Now let [f] varies in a neighboorhood of M (J, H;x,y) in B(x,y), we 
define its (strong) L k-topology to be the topology generated by Ue(f, H ) . 

The local structure of B(x, y) near a stable (J, H) -map [f] is stated 
in the following lemma. 

L e m m a 2.6 . The action Tf on U D(f, H) can be extended to U e i (f, H ) . 

It is a continuous right action on U e l (f, H) when defined and smooth 

on each strata U D (f, H) for D' > D. The natural projection n of the 

quotient map 

commutes with Tf-actions. Moreover, 

T:Uei(f,H)/Tf ^B(x,y) 

is a homeomorphism from Uei(f,H)/Tf to a neighborhood of [f] in 
B(x,y). 

Proof. As before we only consider how to extend the actions of e f. 
For simplicity as before, we may assume that each free bubble compo­
nent f b of f contains only one free parameter x b = 0, and ffe~ (f&(0)) = 
fw bti, • • • , w b;n b g. Recall tha t in this case e f = f(f>b,i, • • • , <b,m b g is de­
termined by (f>b i (0) = w bi, i < m b < n b when each (f>bti is considered 
as an automorphism of £b. Now the proof of Lemma 2.2 can be eas­
ily adapted here and it implies that when ei and 8 are small enough, 
for any g G U ei(f) with domainS( ag j t T), there exist P b n b points, 
w b,i(g) G Ds(w bti),i = I , - - - ,n b, such that g _ 1 ( H ) = fw bti(g)g. Here 
we have considered points w bti of S as points of S( a g j t T) through the 
gluing construction. 

Now for each b, choose i G f 1 , • • • , n b g, say, i = 1, and consider 

(^(a,e,t,ry,w1:1(g),--- ,w kA(g)). 

From our construction of the "universal curve" parametrized by F M t k 
it follows that there exists a 

C^(a',e',t',r')'i xli ' ' ' ) x k) 

with x b coming from x b = 0 on T,b, b = 1, • • • , k and an equivalence 

4> • {^(a',e',t',r>y, xi, • • • , x k) -> {^(a,e,t,r); wi,i{g), ••• , w k)1(g)). 

Now g o (f> G Ue(f, H ) . This proves that up to identifying domains, each 
g G U e i (f) is equivalent to an element in Ue(f, H) where ei < < e. 
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In the same way, we define the action of 

4>ii,i2,--- ,i k = {4>l,iii 4>2,i2-, ' ' ' > 4>k,i k) 

of e f acting on g by 

g * <t>iu-,k = g°<ti,-,i k, 

where 

^ i i , - ,k : {^(a',e',t',T'),xi, • • • ,x k) - > ( S ( a i e i t j T ) ; w i , i ( g ) , • •• ,w k,i k(g)) 

is defined similarly as above. In this way, we extend the group action 
of e f toUe(f,H). 

The rest of the proof follows easily from above. We leave it to the 
readers. q.e.d. 

As before, we can get Tf-invariant set W f ( f ; H) by taking the union 

of i f imageof U e ( f ; H ) . 

Now we can define locally the bundles e D{f) and e(f ) over W D(f, H) 

and W f ( f , H) as follows. For each g G WfD(f, H) or Wt(f, H ) f the fiber 

(e D(f))g = {e{f))g = {Ç|Ç f L k ^ f TV))}, 

where the L k_1-norm is measured with respect to the "standard" metric 
on the domain T,g = S( a g j t T) induced by the gluing construction from 
the metric on S which is "spherical" on Sb and cylindrical on T,p. 

It is clear that for a fixed D, e D (f) is a locally trivial Banach bundle 

over W f D ( f ; H ) , and e(f ) is locally trivial only when restricted to each 

s t ra ta W D(f; H) of f ^(f; H ) . Because of this local triviality, the topol­

ogy of e ( f ) , when restricted to each s t ra ta of W D(f; H ) , is well-defined. 

We will not a t tempt to specify the topology of e( f ) over W f f; H ) , since 

the objects which we are intrested in are just the moduli spaces of stable 

or perturbed stable (J, H)-maps and their topology will be specified by 

the gluing construction of next section when the intersection patterns 

of the domains change. What relevant to our later construction are the 

following "sub-bundles", though we do not really use it. Let e D,S(f) be 

the sub-bundle of e D(f) defined by 

(e DAf))g = { ? I ? e (e D(f))gi Ç = 0 on each 

5-discs around double points}. 
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Let W f Ds(f,H) = J~^H{e Dis{f)). We have the restricted bundle 

e D,&{f) —i W f Dj(f ,H) . Now if D < D\, we can certainly use par­

allel transformation to move the fiber of e D,S(f) over some point in 

W Ds(f, H) into the fibers of e DX,SI (f) over a neighborhood of the given 

point in W g (f, H ) , when S\ < < S. These parallel transformations give 
rise a topology for the union 

e ( f ) = UD,se D,s(f) -+ W f ( f , H ) = UD)SW f Ds(f,H). 

The Tf actions on W D(f;H) and We(f;H) can be lifted to the 

bundles via pull-back. Let WfD(f; H) = W f D(f; H)/Tf and Wt(f; H) = 

W f ( f ;H) /T f . Then L D(f) = e D(f)/Tf and L(f) = e(f)/Tf are orb-

ifold bundles over them. 

Now for each principal component g p of g, the Hamiltonian function 

H : V X S 1 —7- R gives rise to a section S H{p) of /\0,l(g*TV) given by 

(s, 0) ^ - ( r H + J o Vxff o i){g p{s, 0),0)ds, 

and we define S Hig b) = 0 for each bubble component. Clearly £H is a 

section of e( f ) and is smooth on each s t ra ta W D{f). We have 

L e m m a 2 .7 . The JH-operator gives rise to a Tf-equivariant sec­

tion, still denoted by JtH> of the bundle e ( f ) —> W f ( f ; H ) given by 

g I—T- J g + S H(g)- It is smooth on each strata W D{f; H ) , and continu­

ous when restricted to e ( f ) —> W®(f; H ) . 

The zero sets JH(0) in W (f; H) and W(f; H) , when projected to 

B D(x,y) and B(x,y) are just M D(J,H,x,y) n W D(f;H) and 

M(J,H;x,y)nWe(f;H). 

Proof. The proof is straightforward. q.e.d. 

3. Transversal i ty and gluing 

In this section, we will study the transversality of the linearization 
L(a,6,t,T) of the JH-operator at some "approximate" stable ( J, H) -map 
f(a,6,t,T)- Because of the possible appearance of multiple covered J-
holomorphic spheres in the stable (J, H) -map f(o,o,o,o,)i L(a,6,t,T) is not 
surjective in general. However, we will prove in Proposition 3.1 that 
the transversality can be achieved modulo R(ae,t,T) of a finite dimen­
sional vector space. Using this, we will construct a local moduli space 
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of perturbed stable (J, H)-maps which has right dimension on each of 
its s t ra tum. As another application of the transversality, we will extend 
the technique of gluing J-holomorphic curves developed in [11] and [19] 
to the case of gluing (J, H)-maps for which the transversality may not 
hold. 

3.1 Transversality of Laß(f) 

Let f b e a stable (J, H) -map with intersection pattern D as before. We 
start with the case of fixed intersection pattern D. Consider the local 
uniformizer 

FKD(f,H) = U(amD W f> 6 ) { f (a ,e) ,H) 

and the bundle e (f) = ^(a,e)^D e (f) over it- We can give a co­

ordinate chart of W D(f, H) and a trivialization of e D{f) as following: 

when (a, 0) is fixed f we define 

V(a,e) = u = ^ e ) j £ G L p k(f^g)TV, h), \\Ç\\kip < e}, 

where £ G L p k(f? e\TV, h) means that l(x ltj) G h l j , and x l j is a marked 

point of a component El, e) of E ( a m , and h l j is the tangent space of 

H l j at x l j , j = 1, • • • , k l, P k l = k. It is clear that Ve is smooth 

coordinate chart for We"' (f(a jg),H) near f(„m via exponential map 

exp f*'ô) : V}a'e> -> f " ' ^ ( f ( « ^ H ) given by £ H+ exp f(ae) £ when 
e < < ei. Note that here we have assumed that all H l j are geodesic 
submanifolds of (V,UJf J) under the induced metric g J of UJ and J. The 
coordinate chart for W D (f, H) is given by 

e x p J = lexp f } : 

Ve = Uiate)eD Ve^^W D(f1H) = Uiate)eD W^e\f1H). 

Note that Ve splits as Vi°'°^xAe, where Ae = {(a,0) j (a,f G D , | |a| | , j0j < 
e}. To see this, recall tha t we have defined fiaß\ = f o (f><aß\, with 

< (̂a,e) : s(«,e) -> S, 

which brings those distinguished points in ^ta,e) parametrized by (a, 0) 
to the corresponding points in S, and is equal to identity outside a 
neighborhood of these points. 
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Thus the pull-back 

<f>ta,B)-L p k(fTV,h)^L k(flatB)TV,h) 

gives a diffeomorphism Ve —> Ve , and 

<t>* = MUe)} •• V (°'0) x A £ 4 V £ 

is the required splitting. Now exp D * oc/)* gives the local coordinate of 

W D(f, H) in terms of Ve
(0'0) X Ae. 

The trivialization of the bundle e ̂ a^ - • f ° \ f , H ) 

can be ob­
tained by a J-invariant connection r as usual (cf. [16] or [19] for detail). 
We use ipta e) to denote the resulting trivialization: 

f ' ( f . H ) * L 1 ( A 0 ' 1 ( f ( ; i ô ) T ( M ) ) -> e a > e \ f ) . 

Hence, to obtain a trivialization of e D ( f ) , we only need to identify the 

"central fiber" L k_1(A°'1(f (* a ô )T(M)) of e a ' ô ) ( f ) with 

e _ 1 (A0-1 ( f*T(M)) of e°-°) ( f ) . 

To this end, observe that <^(aje) : ^ ( a , ô ) ^ ^ also gives a identifica­
tion of 

Al(f*TV)^A1(f^g)TV) 

via pulling back <j)*, ßy However, since 4>(a,6) is not holomorphic in those 

annulus around its double points, the image of A0,l{f*TV) of <j)*, ß-. may 
T 

f (« ,ô ) 
not be in A0ll(fr* TM). Let 

7T2 : A1 = A1'0 0 A01 - • A0 '1 

be the projections of the second factors. Then Hi o <ffi induces a R 
(a,e) 

is -linear map from L p A ^ C f T V ) ) to L p A ' (f^TV)), which i 
an isomorphism when e is small enough. Let Jta,e) denote 

^a,e) o (Id X 7T2 o < ^ e ) ) : WW) (f, H) x L p (A0-1 ( f T M ) ) -+ e ^ ( f ) , 

and 7 D = {7(a iô)} : W D ( f , H ) X L k _ ^ \ f * T M ) ) -+ e D(f). 
Now in terms of these local charts and trivialization the dj//-section: 

W(a'e\f,H)^ e a,6) 
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becomes a function Fta,e) between Banach spaces 

F^gy.V^^L p ^ i A ^ i f T M ) ) 

for a fixed (a, 9). 
Let Lra g\ = DFta Q\(Q) be the derivative of Fra g\ at 0, and L = 

DFt0>0\ (0). A direct calculation shows that (see [16] and [19] for detail.) 

L(p) = r p + J(f) o r Ç p 0 i + jN J(J,H f,p) + r p S H, 

where S H = ( ^ r H + ^ J o r H o i)ds, Çp is a component of £ over a 
principal component f p, and L ( b ) is the same as above except deleting 
the last zero order term involving Hamiltonian perturbation. 

The very same formula can also be established for Lra g\ = DF e a g\ (0), 
where F ea ) 6 ) is defined by F{a)6) = 7 ^ o F ̂ afi) o 4>\afiy From the defi­
nition of (f>tat$\, which is identity outside a small ^-neighborhood of the 
double points of S ( a m , it follows that for each £p over the principal 
component f p, 

La,e) ( p ) = DF{a,e) (0) (p = D7£g) o DF e a ß ) (0) o D<j>\afi) (0) 

= r ^ + J f f ^ j j o r ^ o i 

+ 4 ^ 0 ) ° N J (J ,H f(a,e)),<t>ìa,g)(tp)) 

where Ara^\ is a zero-order "matrix" operator, which is concentrated 
in same annulus inside the e- neighborhood of double points E, and 
llA(a,ô)l|cm is uniformly bounded with respect to (a,9) for any fixed 
m > 0. As before, L ( „ ^ ( b ) is the same as above but deleting the terms 
concerning Hamiltonian function H. Form these formulas; L, „, can be 
thought as a small deformation of L when e is small. Therefore, we 
only need to establish required transversality property for L, and the 
corresponding result for L \ will follow when e is small. 

Now it is well-known that the operator L is not surjective even for 
"generic" choice of (J, H) when some of bubble components of f& of f 
is multiply covered. However, since each 

L, : L p f Î T M h ) -+ L p _ x { ^ \ f t T M ) ) 

is a linear elliptic operator, hence Fredholm, there is only a finite dimen­
sional cokernel K\ = Ki(f), which can be identified with 
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ker(L*) C L p k_1(/\
0,1 (f*TM)) with respect to the metrics induced from 

Sl of S defined before. Here L l is induced from L over the corresponding 
sections, but without the constraints given by those matching conditions 
for sections of L k e f*TV, h l) at double points. For later use of extending 
the vector space K l(f) to a vector bundle over W e ( f ; H ) , we choose a 
cut-off function l defined on £ l , vanishing at each bubble point of S 
and being equal to identity outside a (^-neighborhood of each double 
point, and define 

K l = K l(f) = {C\C = ß.v,veK l}. 

Since the unique continuation principle holds for the solution set K l of 
L*, it is clear that dimK l(f) = dimK l(f). When Si is small enough, the 
projection 

T I : L _ 1 ( A ° ' 1 ( f * T V ) ) = K®Im{L) -+ K 

restricting to K C L p k_1(/\
0,1 (f*TV)) gives an isomorphism of K and 

K. It follows that L p A ^ C f T V ) ) = K®Im{L) for Si small enough. 
Since for generic (J,H), L p is surjective for each principal component 
f p, hence K p = K p = 0. We only need to consider bubble components, 
and we define 

K = ®L=1K l = ®LiK b C L k ^ i ^ i f T M ) ) . 

It is clear that 

L l®I l . L p k(f l TM, h l) 0 K l -* L k _ x ( & \ f l*TV)) 

is surjective. However, because of the restraints at double points of Sf, 

LQI: L p k{f*TV, h) 0 K -+ L k_x (A°<\f*TV)) 

may not be surjective, where 

I = ®L=1I l : ®L=1K l -+ L ( A 0 - 1 f * ( T V ) ) = QLii^'HfTV)). 

To achieve surjectivity, we need to enlarge the domain of L © I as fol­
lowing: 

Let d ltr,r = 1, • • • , R l be the double points of the component Sl of S . 
The intersection pattern I of S determines a pairwise correspondence 
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among the double points of S . We denote I{d l;r) by d l r . Let N l = kerL l 

and N = Yil=i N l- Consider the evaluation map 

L 

e I : N C J ] L p f l TV, h ) -+ T = \[ {T lr X T l r ) , 
l=1 {l,r},{l',r'} 

given by 

(£i , - - - , l , ••• , £ L ) - > ( • • • , 6 d r ) , Ç l ' ( d ' , ' , ) i 

where T lr = T l r = T f(d l V = T f,(d l,y)V. 
Let A I C T be the multi-diagonal determined by I . Assume that 

N + AI C T i s a proper subspace, hence the dimension d of T/(N + AI) 
is not 0. Here N is the image of N under evaluation map e I. We now 
construct a d-dimensional subspace Ci of Yll=iL k(f*TV,h l) such that 
Ç}(~) N = {0} and that e I : S7 © Te —> T is transversal to A I . In fact for 
the dimension reason, e I(fì) © (TV + AI) = T. 

To this end, observe that for any proper subspace S of T which 
contains AI , there exists at least one pair of double point d l;r and 
d li ri such that none of T ljr and T l> r> is contained in S. Note that 
among Sl and £l/, at least one of them, say £ l , is a bubble component. 
Now according to [16], there exists a family of J t-holomorphic curves 
f t : Sl -> V such that : 

(1) fP = f l, 

(2) ( ^ f t)t=o(d,r) = t l,r e T for any given t ̂ r in T lir; 

(3) f t = f; outside a small prescribed neighborhood of d l;r and is 
J-holomorphic in a smaller neighborhood of d l;r. 

Taking its linearized form, we conclude that for any t l;r G T ljr, there 
exists a £ G L p k(f*TV) such that £(d l,r) = t l,r and £ is equal to zero 
outside a small neighborhood around <ljr. Combining this with the above 
observation, we can easily construct e inductively. Let e = L(Q), where 
L = ®l e \ L l. Since Çif] N = {0}, dimÇl = d and L is an isomorphism of 
Ci and S7. Now let 

J-.e ^L k ^ i ^ i f T V ) ) 

be the inclusion. We have 
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Lemma 3.1. 

L © I e J : L p k(f*TV, h) © K © e ^ L k ^ i A ^ i f T V ) ) 

is surjective, and the kernel of this map is the same as N of the kernel 
L. 

Proof. Consider 

®l L © I e J : ®l L p k(f l TV, h l) © K © e ^ L k_X (A0-1f* TV). 

To prove the surjectivity of L © I © J , it suffices to prove that 
Ker{@l L l ® I ® J) is transversal to AI C T under the evaluation map 
e I acting on the first factor of the kernel. But 

Ker{®l L l®I®J) = Ker(®iL © J) 

= { K , - X ( 0 ) l X K ) e e > 

^ fi©N, 

which is transversal to AI under e I by our construction. 
Now£ G Ker{®l L l®I®J) =Q(&N belongs to Ker(L®I® J) if and 

only if e I(£) G AI. But it follows our construction that e I : fi —> e I(fi) 
is an isomorphism and e I(fi) fi (AI + e I(N)) = {0}. This implies that 
if (£, 7/) G fi © N such that e I(£) + e I(?/) = 7 G AI, then 

e I ( 0 = 7 - e I(ï7) G e I(fi) D (AI + e I(N)) = {0}. 

Hence £ = 0 and e I(?/) G AI. q.e.d. 

Let K © e = R C L p A ^ C f T V ) ) . We can extend R over 
W£

(0 '0)(f,H) and W f ( f , H ) = U M ) e D W£
(a 'e)(f,H) with D = D(f) 

of the intersection pattern f, by using the trivialization of e D(f) over 
these spaces introduced before this subsection, as long as we know how 
to extend it over "base point" f<a,e)i (ai ^) £ D. But, because of the way 
that we constructed R(f), each element of R vanishes in a neighborhood 
of double points of Sf, and hence can also be regarded as an element 
of L p k_1(/\

0,l(f? gsTV)) when ||a||, ||#|| is small enough. If dimR = r, 

then we get a r-dimensional vector bundle R over WeD(f,H). We will 
use R g or R(g) to denote the fiber of R over g G W f(f, H). 
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Corollary 3 . 1 . When \\(a,9)\\ is small enough, 

La,e) ® M ( a , e ) : L k f{afi)TV, h) 0 R{f(aß)) -+ L k_x (^f^TV)) 

is surjective, where 

M{a,e) : R(f{a,e)) ^ L p ^ f ^ T V ) ) 

is the inclusion. 

Even though the moduli space f (J, H; x , y) fl W D(f, H) may not 
be a manifold, if we replace the equation JtH g = f by a weaker form 
9J,H g G R in W D (f, H ) , then from the implicit function theorem and 
the above Lemma and its corollary follows 

Corollary f . 2 . When e is small enough, 

M De(J, H;x,y) = {g\ge W D(f, H ) , J,H G R } 

is a smooth manifold of dimension r f Index (L D). 

3 .2 M a i n e s t i m a t e for L(atgtttT) 

Now we can extend all notions in previous subsection, which only involve 
a fixed intersection pattern of domain parametrized by (a, 9), to incor­
porate the changes of the topological type of the the domains described 
by the gluing parameter (t,r). Since this extension is straightforward, 
we only summarize up the result here. 

For a fixed parameter (a, 9, t, r ) , 

V(a,e,t,r) = { Ç | Ç e L k ( f { a M T V , h ) , U\\k,p < e} 

gives a coordinate of We' ' (f, H) via exponential map. The trivial-
ization of e«At,T)(f) f > W ^ ' ^ i f , H ) via a J-parallel connection is 
the same as before. With respect to this coordinate and this trivializa-
tion, the section 

J,H : W f T \ f , H ) - • e ^ f ) 

becomes a function 

F): V^6,t,T) -+ L k-M°'lfUt,T)TV)) 
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whose linearization 

L(aAt,r) = DF{aAtiT)(0) : L k(f(o^T )TV,h) -+ L^fi?'1 f{Mr)TV)) 

is an elliptic operator. 
Note that all Sobolev L k-norm above are measured with respect to 

the "standard" metric of S( a g j t T) obtained from the metric of ^ta,e) via 
gluing, and the metric on ^ta,e) is the cylindrical one on each principal 
component and spherical one on each bubble component. Our goal of 
this subsection is to obtain a uniform estimate for the right inverse of 
the operator Lta^t^\ © Mta^tjT\ with respect to the parameters 

( a , 0 , t , r ) £ A j = f ( a , 0 , t , r ) j k ( a , 0 , t , r ) k < 5g. 

To simplify our notation, throughout this subsection we will use (y, v) to 
denote the parameter (a, 0, t, r ) with y = (a, 9) and v = (t, r ) , wherever 
the context is clear. 

To obtain the desired uniform estimate we have to use some exponen­
tial weighted equivalent norms on L p k(f? v^ TV,h) and 
L p k_1(/\°'1(f? STV)) tha t we describe now. Note that along each cylin­
drical end of principal component of f<a,e)i the metrics on the above 
two spaces are already exponentially weighted. Therefore, we only 
need to consider the double points of E ( a m , rather than those y'^^. 
To simplify our notation, we may assume that (a, 9) = (0,0) and 
use S to denote £(o,o)- Let d ltr,r = 1. • • • , R l, be the double points 
of £ l , and Dg1(d ltr) be the 5i-discs centered at d l<r with cylindrical 
coordinate (s ltr,(fltr). Here, d l<r has been considered as a cylindrical 
end with s ljr = ±oo, and dDg1(d ltr) corresponds to fs ljr = 0g. Now if 
I(l, r) = (l', r ' ) , we use A l;r = A li r to denote the annulus in S(0,o,t,T) 
which is the union of the sets f(s l,r, <fl,r) j0 < s l,r < — logt l,r g and 
f(s l',r',(fl',r') j0 < s l>r < -logt l'r g. Let T ̂ r = T fd^V. We may as­
sume that f(Ds(d ltr)) is contained in the image of normal coordinate 
N ltr C T ltr at f(d ltr). Therefore, each vector u G T l<r can be thought of 
as a vector field over N l r and hence a vector field u of ff ,TV. Here we 
have used a cut-off function supported in A l;r to extend u to a section 
of f yv TV, still denoted by u. Let S lr = S l, r, be the "central circle" in 
A ltr with coordinate, 

s l,r = - l o g jt ltr j or s l>r = - l o g jt l>r j , 

then f(y,v)(S lr) = f(d lr). Therefore, for any £ G L p k(f£y^ TV), we define 
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1° = (slr) with each l,r e 2l,r given by: 

l r = Z îd lr. 

Let l°r be the corresponding C°°-section of ff \TV. When Si is small 
enough, we may assume that the annulus A l;r are mutually disjoint. Set 

l,r 

a n d Ç ^ Ç - Ç 0 . 

Definit ion 3 . 1 . Let 0 < /x < 1. For any 77 in L ^ A 0 ' 1 f TV)) 

and £ in L p k(f£y^ TV, h), we define 

and 
t k b i 4- l£^l /-t-s ^ k , IAOI 

k s k i k i p — s* k kipiM ~r Is I — k e S k , p i~ |S h 

where |£°| = | | ° | , and e ̂ 's is equal to eß's l>r and sß's l'<r> on A lir of £(y,v) 

and constant on E y v \ U l , A . For (Ç, C) G L p k(f*yjv)TV) © R(f(y,vj), 

define k(£, C)k;k,p = k s ^ k ; ^ + ICI-

Propos i t ion 3 . 1 . The operator Liy^v\ © M(y,v) '• 

L k(f(y,v)TV, h) © R(f(y iv)) - • L ( A 0 - 1 f TV)) 

has a right inverse G under the above norm in the sense that there 
exists a constant c = c(f) depending only on f but not on the parameter 
(y, v) G A5 such that for S small enough, 

k G ^ k ; ^ < c(f)kvk;k-i,p 

foranyveL k ^ A ^ i f yv TV)). 

Proof. Let Ntytv\ be the asymptotic kernel of Liy^v\ © Mtytv\, which 
is obtained from the kernel N of L © M by multiplying each element n 
of N a cut-off function ß(ae,t,T) = ß(o,o,t,o)i denoted by ßt, defined by 

r ßt(x) = i i fxeS\(U 1uU 2 ) , 
ßt(x) = 0 if the s ̂ r or s l/jr/ coordinate of x > — logt ljr — 3, 
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where 

Ul = U{l ir}{(s l ir ,<l ,r) | s l,r > - l o g t lir - 4 g 

and 

U2 = U{l/ ir/}{(s l/ir/, (/)l>r) I s l>r > - logt l r - 4g. 

Now by our construction of ftyv), f(yv){x) = f(d l,r) if the (s l,r, t l,r) 
or (s l' r',t li ri) coordinate of x > — logt l;r — 2. This implies that 

ß(y,v)-neL k(f yv ) TV,h ) . 

Let NT N be the L2-orthogonal complement of Nry^v\ in L k(f? v\TV, h), 

where the L2-norm is defined with respect to the "standard" metric on 

Set 

C(y,v) = N(y,v) ®R(f(y,v))-

Because that the index of Liy^v\ is the same as the index of L, we only 
need to prove that for any c = (£,7) G Ctyv\, there exists a constant 
C = C(f) such that 

ktf,7)k ;k,p <CkL yv(0 + lk;k-i,p 

for | (y ,v) | small enough. 
If this is not true, then there exists a sequence of 

c(y,v) — \S(y,v)il(y,v)) t C(y,v) 

with | (y ,v) | —T- 0, such that 

(1) kc(yv)k;k,p = kÇ(yv)Ik,p,/" + \£(y,v)\ + u(y,v)\ = ^ 

(2) kL(y,v)(£(y,v)) + l(y,v)k;k-i,p -» 0, when (y, v) -> 0. 

We will prove that (1) and (2) contradict each other. 
In the proof, we will repeatedly use the following facts: 

L e m m a 3 .2 . Let B be a Banach space with a norm k • k B and 
* : B - • R + be a convex continuous function. If \_x(y,v)g is a sequence in 
B such that xiy^v\ —> x weakly for some x G B, then 
m{x) < liminf(yiv) V(x(yiv)). 

We will apply this when \P is continuous semi-norm with respect to 

k ' k B-
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L e m m a 3 .3 . (1) and (2) above imply that there exists a sequence 

f(£(y,v),l(y,v))g 

such that 

when (y, v) —> 0. 

Proof. By definition, 

From ( l ì , we know that 

£(yv j + b y v ) j - > o , 

jt0 j _ j<?0 j 

This implies that there exists a convergent subsequence f(£? N, Tryv))g, 

with limit ÇQ G T = Yll T ltr and 70 G R(f)- We only need to prove that 

£° = 0, 70 = 0. The idea of the proof is to construct an element £ G N*, 

such that £(d ltr) = (£°)l,r and L(£) + To = 0. But this latter condition 

gives that 70 = 0 and £ G N, hence Ç e N D N* = f0g. Therefore, 

è = 0. 
To this end, we define £Q from £Q in the same way as we define £? N 

from 1°yv. Thus £° G T(f*(TV),h). It is clear that as (y, v) -> 0, yv 

is locally C°°-convergent to £Q in S n Uljr f<ljr g. 
Given R > 0, let D R be the domain in ^tyjv) ( or in S ) with 

complement 
D R = Ul,r f ( s lir, (fl;r) j s l,r > R g. 

From (1), we know that k£? k < 1. This implies that for any R > 0, 

there exists a C(R) depending on R such that k£j v\k k,p < C(R) for 

all (y,v). Note that when (y, v) is small enough, all these Ç,1 j D R lie 

in the same space for a fixed R by our construction of ftyjv)- Therefore, 

t{y,v)j D R -> ^o,;R weakly in L - s p a c e for some ^.R G L p k(fj D R). By 

letting R —> 00 and taking a diagonal subsequence, we conclude that 

by a standard Sobolev embedding argument that all these ÇQ.R's can be 

pasted together to yield a single section £Q G L p k l (f, h) such that 

£(y,v)j D R ~~̂  £Oj D R = £o;R 

weakly in L k-space. Note here £Q is only defined on the smooth part of 
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Let Ço = £o+£o- Then S,(y,v)j D R -> COj D R weakly in L k-space. There­
fore, 

j D R -> L^0j D R 

weakly in L p k_x -space. Our assumption (2) implies that 

\\(L(y,v)£(y,v) + l(y,v))j D R\\k-l,p -> 0 

as (y, v) —> 0 for any fixed R > 0. From Lemma 3.2, we conclude that 

\\(L(îo) + 7 O ) j D R|k-I ,p < liminf IKL y v ) ^ v ) + Tfy,v))lD RIk-i,p = 0. 
(y,v)-»0 

It follows that (L^o + 7O)j D R = 0 for any R > 0, hence LÇo + To = 0. 
By our construction 70 vanishes on Dg1(d) = \Jltr Dg1 (d l<r) of a $i-
neighborhood of double points of S for some small Si > 0. It fol­
lows that L(£o) = 0 on Dg1(d) n {d}. This together with the fact that 
I|ÇOj D,5 (d)\{d}||L2 is bounded, which follows from our assumption (1) and 
Lemma 3.2, implies that for each component (Ço)l of Ço the singularity 
of (Ço)l at d ltr, r = 1, • • • , R l, is removable. Therefore each (Ço)l extends 
to a section of L p k(f*TV). However, to prove that Ço £ L p k(f*TV, h), we 
need to prove that , for any pair d lr = d li ri, (£o)l(<l,r) = (Ço)l'(d l' r')-
Note that ÇQ is already smooth, therefore in the cylindrical coordinate 
(s l,r) <l,r) near <ljr, r = 1, • • • , R l, all these three sections (£o)l> (£0)l 
and (£0)l of the bundle f*TV over Sl n Ur l 1 d lir are convergent uni­
formly with respect to 4l;r as s l;r —> 00. Combining this with the fact 
that 

||(£o)l||o,p;/i < liminfM(y,v)\\o,p-,ß < 1, 

which follows from (1) and Lemma 3.2, we conclude that 

lim (^ ) l = 0 ,r=l,---,R l. 
s r—>oo 

Therefore, 

{£o)l{d l,r) = lim (£o)l(s l ,r ,<l,r) 
s l r—>-CO 

Now the same calculation also applies to (£0)l' with the same conclusion 
that 

(Co)l'(d l',r') = (£o)l',r'-
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Now Ço extends to a section of L k(f*TV, h) such that LÇo + 7o = 0. This 
proves that 70 = 0 and Ço £ N. To see Ço £ N*) note that each £tytv) G 
N? i. Then the conclusion follows from the construction of Nt, ,\ and 

(y,v) (y,v) 

Sobolev embedding theorem. Therefore, Ço = 0, and £° = £o(d) is also 
equal to zero as shown above. q.e.d. 

Now Liyv\ is a first order operator with a zero order term that 

exponentially decays along each double point considered as a cylindrical 

ends. This together with the fact that £? •> is essentially a "constant" 

vector field with j£? j —> 0 as (y, v) —> 0 proved above yields 

L e m m a 3 .4 . The condition (1) and (2) in Lemma 3.3 also implies 
that 

lim kL(y,v)Ç? k k-i^ = 0-
(y,v)-ïO v ' 

From Lemma 3.3 and Lemma 3.4, we may assume that 

( I k^(yv)k k,p;̂  = J-) 

(II) kL(y,v)£iy,v)k k-i,p;ß -> 0 a s ( y , v ) ^ 0 . 

Now we need to prove that (I) and (II) contradict each other. To do this, 
we need to have an estimate of £} ^ on those middle annulus A l r = 
A lir with fl ' , rg = I(l,r), where A l;r C ̂ (y,v) is defined as before, but 
instead of using the coordinate (s ljr, 4ltr) and (s lir, (fli ri), we introduce 
a new cylindrical coordinate (ltr,<fl,r) on A,r- Since the estimate can 
be done for each A l;r separately, we will suppress all subscriptions in all 
notation introduced. 

Let ß be a cut-off function on ^tyjv) which is supported in 

-3 < 7 < 3 

and equal to 1 on —2 < 7 < 2. 

L e m m a 3 .5 . 

, lim k ßt{y,v)k k,p;ß = Q-
(y,v)-ïO v ' 

Proof. Let Ttyv. = — log T be the length of the cylindrical coordi­
nate along 7-direction. Define 

C(y,v) '• [-T(y,v),T(y,v)] X S -> T fd V 

by 

D xp/(<J)(f(yv)(7,0))(C(yv)(7,0)) = e T(».»)%,v )(7,0). 
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Extend Gy,v) trivially over the whole cylinder. Then from (I) there 
exists a constant c such that 

(0-2) ke-ß i l l<(y,v)\\p < c. 

for all (y, v). Let Gy,v);R be the restriction of Gy,v) to the domain Z R = 
[—R, R] X S1. Hence from (I) again, there exists a constant C(R) de­
pending on R such that kC(y,v);R k k,p < C(R) for all (yiv)- Therefore, as 
(y,v)->o, 

(0-3) C(y,v);R -> Co;R, 

weakly in L p k(Z R,T f^ V) for some (0;R G L p k(Z R,T fd V). By the same 
reason in the proof of Lemma 3.3, we have that all these CO;R's agree 
with each other on their overlaps to form a single element 

Co e L p J R 1 x S\T f{d)V) 

such that CojzR = Co;R- Now (0.3) implies that when (y, v) —> 0, 

(0-4) JC(y,v);R -> dJo(0;R 

weakly in L1k_1(Z R,T fd\V) when J is the standard Cauchy-Riemann 
operator e 

Let Ltyiv\ be the lifting of Liy^v\ under exp frd\, and J be the cor­

responding lifting of the almost complex structure J . Then Liyv\ is of 

the form 

e {r Ì _ d((y,v);R , J d((y,v);R 
L(y,v){Uy,v);R) - d ^ ^cT~ 

e elf 
+ (J - Jo) (f(y,v)) ^ V - + A(yv);RC(yv);R, 

where AtytvytR is the restriction to Z R of some zero order operator Aiy^vy 
It is clear that when R is fixed, 

lim jA( ) R j = 0, and lim jJ-J0j f j = 0. 

From (II) we have 

lim kLi yv)Gy ,v);R k k-l,p = 0. 
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Hence 

(°-5) , lim k JOy,v);R k- l ,p = °-
(y,v)-t0 

By this,(0.4) and Lemma 3.2 we obtain 

k JCo;R k k-i,p < l i m i n f k<9J06yv);R k = 0. 
(y,v)-X) 

Thus J (o ; R = 0 for any R > 0, and therefore 

(0.6) J ( 0 = 0. 

Now (I) implies that 

kC(y,v);R k ,p ; ( -ß ) = ke~ ^ C(y,v) k p 

is bounded independently on R, tha t kCok,p;(-^) < °°- This together 
with (0.6) and the fact that the constant Fourier component of CojjojxS1 

is zero lead to that 6j = 0. By Sobolev embedding theorem we conclude 
that for any fixed R > 0, Qy,v);R is C k_1-convergent to zero. Therefore, 
when (y, v) —> 0, 

(0.7) kßC(y,v)k k,p < Ck J(ßC {y,v ))k k-l,p 

(0-8) < C(kß'C(y,v)k k-l,p + kßJC(y ,v )k k-l,p) ~> 0. 

This implies that 

l im e ̂ T((-)) k / 3 y v k ̂  = 0. 

Hence, 

, l i m k ^ ( k k ^ = 0-
(y,v)-ïO v ' 

q.e.d. 

Finishing the proof of Propos i t ion 3.1 

Let L p k.ß(f*TV, h) and L . ^ ( A ^ C f T V ) ) be the weighted Sobolev 
spaces of sections of (f*TV, h) and /\0,l(f*TV) over S n Uljr f<ljr g with 
cylindrical ends near each d l;r. 

It is well-known (Ref. [4] and [14]) that when 0 < fj, < 1, 

L = L,: L p J f T V , h ) -+ L p^jA^fTV)) 
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is Fredholm. It follows that there exists a constant c = c(f) such that 
for any Ç e L p kJf*TV,h), 

k£lkp;/i < c(kLß^k k_1)p.ß + j N j) , 

where NM is the L2-projection of £ to the kernel Nß of L ̂ . Here the 
L2-norm is still measured with respect to the "standard" metric of 
TinUltr fd ltr g induced from S. Because of the exponential norm imposed 
on L p k. (f*TV,h), the removable singularity theorem is also applicable 
to each element of Nß, and thus Nß C N. 

Now (1 — ß)& N is in L p k. (f*TV, h). Therefore, there exists a con­

stant C independent of(y , v) such that 

kK1 - ß)C(y,v)k k,p;» 

< CfkL,((i - ß)e{y,v))k k-i,p;,+j(i - ß)(eyv)N jg 

<CfkL yv ( ( i -ß )eyv )k k-i,p-,, 
+C lim j ( ( 1 - / 3 ) ^ N j 

< C f2kL(y i ^ ( y i v k k_i .p^+ kß'^y tv)k k-l,p;ß 

+ C ( l i m n j ( 4 N . ) j - > 0 -

when (y, v) —> 0. 
Hence, 

k£(y,v)lkp;^ ^ k ( 1 ~ ß)£(y,v)k k,p;ß + kßC(y,v)k k,p;ß ~> °, 

when (y, v) —> 0. This contradicts to (I). q.e.d. 

3 . 3 G l u i n g 

Now a direct computation shows that the pre-gluing ftytv) is an asymp­
totic solution of JtH g = 0 when f is a stable (J, H) -map . More pre­
cisely, we have 

L e m m a 3 .6 . 

lim k JtH f(y,v)k;k-i,p = °-

To do gluing, we also need an estimate on the second order term 

Q(y,v) in the Taylor expansion of Fiy^v\ : 

V yv) C L k{f yv TV,h) - • L . ^ A 0 - 1 f ) T V ) ) , 
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where Qtyjv) is defined by 

F(y,v) ( 0 = F(y,v) (0) + L(yiv) (£) + Q(y,v) ( 0 • 

L e m m a 3 .7 . There exists a constant C\ = C\(f) only depending 
on f such that for any £(yiv), r)yv G L p k(f£y^ TV, h), 

(i) kQ(£(y,v))k;k- l ,p < ClU(y,v)kooUk;k,p; 

(ii) kQ(Ç(y,v)) -Q(V(y,v))k;k-l,p 

(y,v)k x;k,p ~T kri(y,v)k;k,p)k<,(y,v) rl(y,v)k;k,p-

Proof. The corresponding statement was proved in [4] when k = 1, 
and 1 — - > 0. The general case here follows from that by a direct 
induction argument. q.e.d. 

L e m m a 3.8 (Picard method). Assume that a smooth map 
f : E —T- F from Banach spaces (E, k • k) to F has a Taylor expan­
sion 

f = m + Dfm+Q(o 
such that Df(Q) has a finite dimensional kernel and a right inverse G 
satisfying 

kGQ(0 - GQ(v)k < C(Uk + kvk)U - vk 
for some constant C. Let 8\ = -C. If kG o f (0)k < -y, then the zero set 
of f in B$1 = f£, j k£k < Sig is a smooth manifold of dimension equal 
to the dimension of kerDf(O). In fact, if 

KSl=fÇjÇekerDf(0),kÇk<5ig 

and K1- = G ( F ) , then there exists a smooth function 

<j> : KSl -> KL 

such that f (£ + (f>(£)) = 0 and all zeros of f in B$1 are of the form 

ç + HO-
The proof of this Lemma is an elementary application of Banach's 

fixed point theorem (see [4]). Applying this to our case, we get the 
following gluing construction over a local uniformizer W f ( f , H ) . 

Recall tha t given a stable (J, H) -map [f] G B D(x1y) of intersection 
pattern D , let W D(f, H) C W f ( f 1 H) be the local uniformizers of the 
neighborhoods 

WeD(f,H f = WeD(f,H)/Tf C W£(f,H) = W£(f,H)/Tf 
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of [f] in B (x,y) C B(x,y). We defined in Sec.3.1 a finite dimensional 

vector bundle R over W f ( f , H) and proved that the local moduli space 

M t e ( J , H ; x , y ) of stable maps in W f(f, H) that satisfy the weaker 

equation JtH f G R is a smooth manifold. Now we extend this to 

W f ( f , H ) . 

Propos i t ion 3 .2 . For a gluing parameter (t,r) with j(t,r)j = S, 
when e, S are small enough, there is a gluing map 

T(t,r) : M R,J H; x , y) -* W f ' T \ f , H ) , 

which is a smooth homeomorphism of A4R e(J , H;x,y) with its Tn^T\-

image, such that JtH g G R(g) for any 

g e M{Rf(J, H; x , y) = T{ttT)(M De(J, H; x , y)). 

Moreover, if h f We (f, H) is a solution with JtH h G R(h), then h 
is in the image ofT f T y 

Let 

M f £ ( J , H ; x , y ) = (J M{f\J,H;x,y) 
(t,r)eD', D<D'<Di 

be the union of all TnT\-image parameterized by the gluing parameter 

( t , r ) G ADl, where ADi = f ( t , r ) j (t, r ) G D'', D < D' < D ig . Then 

M f R1 (J, H; x , y) is a "cornered77 smooth manifold of dimension 

r + My) - Mx) - 1 - X 2rat - X n 

with the induced "cornered77 smooth structure from M t e ( J , H ; x , y ) X 
AD via T = fTuT\g, where fJ,(x) is the Cauchy-Zehnder index of x, n t 
and nT are the numbers of zero components of the parameter t and T 
for a generic (t, r ) G AD , and r = dimR. 

Proof. We start with the existence of Tn T\. Recall tha t we have used 

Ntytv\ to denote the asymptotic kernel Ltytv\, the collection of which 

forms a trivial bundle over A5 = f(y,v) jj(y,v)j < Sg. Let Ntytv\ be 

the kernel of Liyv\ © Miyvy It is clear that we can identify the above 

bundle with the bundle of the collection of Niy v\ over A5. Now Nra g\ is 

the tangent space of M R'f (J,H;x,y) at fia,e)i hence can be thought 
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as a coordinate chart of it. If we can prove that Ntytv\, which can be 

identified with Ntaß\, can also serves as a coordinate chart for the space 

M f ? = fgjge W ^vHf,H), J,H g e R(g)g, 

we clearly obtain a gluing map 

T{y,vy.M f ? ( J , H ; x , y ) ^ M f ? \ 

Then we simply define 

T(t,r) = f T(a,e,t,r) j ( " , #) G Dg. 

To define Ttytv\, consider 

V ̂ v) e R(f{y,v)) c L k ( f yv TV, h) e R(f(yiv}) 

-^L-i(A0 i l(f(y,v)TV) 

given by: (£,7) 1—> F(y,v)(0 + 7- Since the map is linear on the factor 
R, we have the following Taylor expansion: 

(F(y,v) © M (y )v))(£,7) = JiH(f(y,v)) 

+ (L(yv)®M(yv))(e,7) + N(yv)(0. 

Now by proposition 3.1 and Lemma 3.7, we have 

kG(y,v)N y v £ ) - G yv N yv ( v )k .kp < CkN(0 - N(v)k,k_hp 

< C • Cik£ - ??k;k,p fk£k;k,p 

Let Si = \cic2- Then by Lemma 3.6, 

k G ( y v ) ( J , H f(yv))k;k,p < Ck J,H f(y,v) k ;k - l ,p < —, 

when (y, v) is small enough. Applying Picard method to the above 
situation, we get the solvability of the equation J H g = R(g) in a $1-
neighborhood of ftyjv) with solution set parametrized by a $i-ball of 
Ntytvy This establish the existence ofTuTy 

The "uniqueness" part of the Proposition directly follows from the 
corresponding part of the Picard method. 

file:///cic2-
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To compute the dimension of f R De(J, H;x,y), note that the virtual 

dimension of Ai (J, H; x , y) is ß{y) — ̂ (x) — 1, and the appearance of each 
bubble component will reduce the dimension by 2 and each principal 
component by 1. The conclusion follows by the induction. q.e.d. 

In above, we only proved the surjectivity of map T in terms of the 
weighted (k,p)-norm. But for later application we need a version in 
terms of L°°-norm for stable (J, H) -map . 

Corollary 3 .3 . 

If g e W ̂ y'v)(f, H) with BJ)H g = 0 and 

II f II , S 1 S 
\\g - f(y,v)\\oo < m in \ ^CC~^ -Jg 

with (y,v) small enough, then g is in the image ofTiyvy 

Proof. Since JtH(g) = 0, we have 

0 = F(y,v)(g) = JiH(f(y,v)) + L(y,v)(g) + N(g), 

where g is the coordinate of g in L k(f? v\TV, h). Hence 

0 = G(y,v) {J,H {f(y,v) ) ) + <N* +G(yiv)N(g), 

where g^t is the orthogonal projection of g to the orthogonal com-
e y,v) e 

plement NT N of the kernel Ntytv\ of L(y,v\-

Therefore 

\\g N? ,Wx;k,p 
(y,v) 

<C\\\JH f(y,v))\\X;k-i,p + \\N(g)\\x-,k-i,p) 

< C\\JtH(f(y,v))\\x;k-i,p + CC1IIgII00 • ||gHx;k,p 

< C\\JiHtf(y,v))\\x;k-i,p + 2^x;k,p, 

when | | (y,v) | | is small enough. 

It is easy to show that ||<Nllx;k,p can be controlled by ||g||oo uniformly 
with respect to (y,v). This implies that 

||gHx;k,p < C\\J,Htf(y,v))\\x;k-i,p + dlgllx;k,p + T ' 
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when ((y,v)) is small enough. Therefore, 

||gHx;k,p < 2C\\JiHtf(y,v))\\x;k-i,p + y < <*i-

q.e.d. 

Now 

M f £ ( J , H ; x , y ) 

= {(£, - F DI (0) I ? e uL^ffyv TV, h), F DI (0 G R}, 

where the union is taken over (y, v) G D ' and D < D' < D\. Consider 
its projection to the factor R. From Smale-Sard theorem and the fact 
that there are only finite number of intersection patterns between D 
and D\, we have 

L e m m a 3.9 . For a generic choice v G R, the moduli space 

M D^(J , H;x,y) = {g\ge M f t ( J , H; x , y), F Dl (g) = v) 

of stable f J, H, v)-maps is a "cornered" smooth manifold with the correct 
dimension ^(y) — ̂ (x) — 1 — P n(Di), where n(D\) = 2n t + nT for a 
"generic" (t,r) G D\. Furthermore, the transversality can be achieved 

for all D' with D < D' < D\ simultaneously. 

4. Re lat ive virtual modul i cycle 

In this subsection, we will globalize the construction of the local 
moduli space M f i (J, H; x , y) of stable (J, H, z/)-maps described in previ­
ous section to get a compact moduli space M u(J , H; x , y) with a bound­
ary of right dimension. In fact, our construction yields a relative virtual 
moduli Q-cycle, which will play a crucial role in the construction of 
Floer homology in the next section. Different methods of constructing 
such a virtual moduli cycle in absolute case have been developed in [13] 
and [8] in the setting of Gromov-Witten classes during writing of this 
paper. 

As the first step of the globalization process, we need to formulate 
the compactification theorem for moduli space M{J ,H]x , y ) of stable 
(J, H)-maps , which was stated before for smooth curves with cuspidal 
curves as their limits in [9] and [4], [5]. To this end, we introduce the 
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weak C°°-topology for M (J, H; x , y), which was used before by Gromov 
and Floer for cuspidal curves. 

A sequence f [ u ] g 1 of ( J, H)-stable maps in M (J, H; x , y) is con­
vergent to a (J, H)-stable map [u ̂ ] G M(J, H; x , y) if there exist rep­
resentatives u i G [u i] and u ̂  G [uoo] with domains Ei of Ui and E ^ of 
uQO such that the following hold: 

(i) S i —T- SQO, as i —T- oo in the sense that there exists a e ^ G F M k 

without extra marked points with I ( e ^ ) = TYEoo) and local pa­

rameters (pi, 9i, t i, Ti) in a neighborhood of e ^ in F M k with 

(ai, 0i, t i, Ti) —>• 0, and a family of identification maps: 

4>i : e i -> £ i and ^ : e r a -> S r a . 

(ii) For each compact set K C e ^ n fdouble pointsg e f cylindri­
cal endsg, let K i be the corresponding subset of Ei via gluing 
construction in F M t k , when i is large enough. Then v itK{ = 
(u i o (f>i)j K is C°°-convergentto v ̂ ^ = u o (f>ooj K-

(iii) l im^oo E(u i) = E^oo). 

With respect to this weak C°°-topology, we have 

Propos i t ion 4 . 1 . The moduli space M (J, H; x , y) of (J, H)-stable 

maps connecting x and y equipped with the weak C°°- topology is com­

pact. If 

in M (J, H; x , y), then (i) E(u i) —> E^oo); (ii) Ind(u i) = Indfuoo) 
when i is large. Moreover, M (J, H; x , y) is Hausdorjf. 

We remark that essential ingredients for proving the part of theo­
rem concerning compactness of M ( x , y ; J , H) are already contained in 
[18],[4],[5] and [19], where the corresponding theorems are proved for 
cuspidal curves. The new feature for M ( x , y ; J , H ) is tha t we need 
carefully keep track all markings introduced in bubbling process. Such 
a deleting-dropping marking procedure leads to the convergence of do­
mains of a sequence of stable-maps to a stable curve rather than just a 
cuspidal curve. This, in turn, leads to Hausdorffness of M ( x , y ; J , H). 
It is well-known that for moduli space of cuspidal maps Hausdorffness 
does not hold. 

Proof. We only sketch a proof for the part of the theorem concerning 
compactness, leaving the relevant analytic detail to readers to consult 
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the above mentioned literatures. But we will give more detail for the 
part concerning Hausdorffness. 

For simplicity, we may assume that £ i = S 2 with three marked 
points x\ = 0, x2 = 1 and x% = oo, which correspond to a free bubble 
component and already contains essential features of the general case. 

Let f[f i ] g ! be a sequence of stable maps of bounded energy and 
f i : S i —T- V be a representative of [f i]. We give £ i the usual spherical 
metric. We start our adding- dropping marking process by adding x 
and x5 to Si , in such a way that x is one of the points in £ i such 
that 1df(x)1 = max xeS, \df i(x)\ and x5 corresponds to 1 G C under 
the rescaling in the usual bubbling process, designed to capture the top 
level bubble in bubble tree and described, for instance, in [4], [5] and 
[15]. We may assume that x and x$ are away from x i,i = 1,2,3. By 
deleting x% and rename x to be x% and x$ to be x , we get a sequence 
(£i; x\, x2) x3, x ) G -^0,4- Since we have assumed that bubbling do 
happen, \df i{x ^)\ —> 00. This implies that d(xs, x ) —> 0 as i —> 00. 
Now we have an identification 4>i : £ i —> S i with S i —> S,^ in A40,4 
as i -> 00. Here the "universal" curves f £ i g are obtained from S,^ by 
gluing. Each £ i , and hence Si , inherits a spherical-like metric from 
SQQ. The above bubbling process can also be described by such a metric 
change. However, in this new metric, the injective radius of £ i goes to 
zero as i —> 00. In order to recapture all other bubbles, especially those 
intermediate ones in bubble tree, we need to switch to cylindrical metric 
near each x% of S i . Then the usual conformal rescaling process will be 
applicable again. In such a way, we can get all possible top level bubbles. 
By a similar procedure to [4], we can also obtain all intermediate bubbles 
by using the cylindrical coordinates and local convergence. For those 
intermediate bubbles with only two double points that correspond to 
the two ends of S 1 X R in our cylindrical coordinate, we will add a new 
marking on the "middle" circle of S 1 x R , where the middle circle divides 
the energy of the bubble into two equal parts. Note that here both kinds 
of unstable bubbles have a non-trivial energy which is bounded below 
by some positive constant. This implies that such an adding marking 
and bubbling process will stop after finite steps. We conclude that there 
is an adding marking procedure according to successive bubbling and 
local convergence such that (i) after deleting x% = x i3, and adding new 
x i , • • • , x i k to Si , we have a conformal marking preserving identification 

(pi : (2J i , x 1 , x 2 , • • • , x k) —T- (2Ji ; x 1 , • • • , x k), 
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with S i G M,k> such that , l im^oo Ei = E ^ G M , k after taking 
a subsequence. Therefore each Ei = Ei gets a spherical like metric 
induced form E ^ through gluing. 

(ii) Let K m M- SQO n D , m = 1, 2, • • • , be a sequence of compact 
o 

sets with K m CK m+iì and ^oo nD = Um=1K m. Here we have used D 
to denote the set of double points of E ^ . Then for each fixed m, there 
exists an i K m > 0 such that K m -̂?- Ei when i > i K m, by the gluing 
construction. Consider f itK m = f i ° tfi j K m- We have 

jdf itK m(x)j < C = C K m, 

when i > i K m. 

(iii) For any given e, 3 m(e) such that for all m > m(e), 
E{f i jfii nK \ < e, where i is sufficiently large. 

(i) and (ii) imply that after taking subsequence, f i g is locally con­
vergent to foo : EQO ^ V- foo is almost a stable map without extra 
markings except that the following two cases may happen, which violate 
the definition of stable maps. First case is that some stable components 
may still contain the original marking x\ and x2. In this case we only 
need to drop the extra markings. The second case is that there may 
have some unstable trivial components being stabilized by x\ and x2. 
For this case, we only need to drop the corresponding marking in Ei and 
contract the corresponding components in E ^ . We leave the detail to 
readers to verify that such a deleting marking process will still keep (i)-
(iii) above and we get a stable map limit f^ without any extra markings. 
It follows from (ii) and (iii) tha t E(foo) = lim i - ^ E (f i), [fœ] = [f i] in 
H2(V) when i is large and the image of (f i) is C°-convergent to image 
of (foo)- This completes the sketch of the proof of the compactness of 
M(x,y;J,H). 

To prove the Hausdorffness, let sequence f i g and ff'g be two dif­
ferent representatives of f [ i ] g with domains 

(£i , x i , x2, x3) = (Ei, x[, x'2, x'3) = (S2, 0 , 1 , oo). 

There exist conformal identifications tpi : E ' —> Ei such that f i = f i oti. 
Applying the above adding-deleting marking process to both of the 

sequences, we get f i g and f i g with new domains (Ei, x \ , • • • , x k) and 
( E ' , x , - - - ,x ki) in M , k and M , k ' respectively, tpi induces an iden­
tification ipi : E ' —T- Ei such that f i = f i o ii. Note that tpi does not 
preserve markings in general. By taking a common subsequence, we get 
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two limit stable maps f^ and f^ with domains E ^ and T,'^ in M t k 
and M , k ' respectively. 

We need to prove that k = k' and there exists a marking preserving 
identification V>TO : È '^ -> Ë«, such that f'00 = foo° ^oo-

To this end, consider the image of fQQ. A s a set of V consisting 
of all limit points of im(f[f i]g), it is well-defined, not depending on 
any particular parametrization of the domains of f [ f ]g . Let f c be the 
cuspidal map obtained from f^ by shrinking all its trivial components. 
Let S ^ be the domain of f c,. Then f c, = f c, o IT, where f c is a simple 
cuspidal map, and IT : S ^ —> S r a is a continuous surjective map between 
the two cuspidal domains, which is a holomorphic branch covering on 
each component of S ^ . f c, gives rise to a holomorphic parametrization 
of im^foo), which is one to one away from finite points. It is easy to 
see that such a simple conformal parametrization is unique up to a 
conformal identification of the cuspidal domains of f c,. In particular, 
the image D = fœ (D) of double points of E ^ is a well-defined finite set 
of V. 

Let ^ be a subset of S ^ , which is the union of domains of all 
nontrivial components of f^, and denote fcojyN by f N . We define D = 

CO 

(fœ)_1(D ̂ ) - Then D contains all double points of ^ as a subset. For 
each e > 0, let Ne be the e-neighborhood of D in ^ and define Kf = 
ËN n N e . Then for i large enough, the compact set Kf is also contained 
in Èi through gluing. We will also use K i to denote the Kt in £ i . Next 
we consider e-neighborhood Ne of D in V, and define compact subset 
Ce = So« n f ^ ( N e ) and C = Êi n f ( N e ) in Eoo and Êi respectively. 
The following two facts concerning K e and Ce are crucial for the proof 
of Hausdorffness: 

(I)KCC £ 1 , K icC i; 
(II)C£2CK£1Ì C i 2 d K ix-

where ei < < e2 and i is large enough. 

Note that C i behaves well under the identification map ii, tha t is, 
if we run through all the above constructions for ff'g and get K'f, C'f 
respectively, then C i = ipi(C'e). Combining this with (I) and (II) above, 
we conclude the following: 

(III) Kf2 C ï>i{K'el) C K e i in £ i if ei < < e' < < e2 and i is large 
enough. 

This implies that each component of K', is contained in one and 
only one component of Ke for some e < < e' under ipi, where i is large 
enough. 
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Note that those boundary components of Ke near points of D n D 
are contractible in £ i . Therefore, we can determine if a component of 
K e lies in an unstable component of E ^ by counting how many non-
contractible boundary components of it are in £ i . Since both E ^ and 

^ have no extra markings, each component of Ke (K',) tha t lies in 
some unstable component of E ^ ( S ^ ) will contain one or two markings 
when e (e') is small. Combining this with (III) we conclude that ipi maps 
each component of K', to a component Ke, preserving the number of 
ends ( non-trivial boundary components). In particular, the markings 
x jis of £'i, j = 1, • • • , k', map into £ i under ipi such that they all stay 

in a compact set Kt -̂> £ i for all large i, and that the number of ipi(x j 
contained in each component of Ke is the same as the number of x j in 
the same component. 

In the case that some components of K', contain two markings, say, 

x j , and x'k, the distance between ipi(x j and ipi(x k) in the corresponding 

component of Ke is bounded below. 
This implies that k = k' and that 

i • (Si; x , • • • , x k) -> (£i; ipiixj), • • • , ï>i{x k)) 

induces a conformal identification 

By letting e and e' go to zero and using the relation of K', and Ke under 
tpi, we also conclude that as maps: f^ = f^ o tp^ when restricted to 
non-trivial components of S ^ . Since ^QQ also sends trivial components 
of ^ to trivial ones of E ^ , we have f^ = fOQ o tp^. Note that domain 
of foo here is (SQO! ^00(^1 )) • • • ) V'oo(^ k)) as a stable curve with marked 
points. Since there are no extra markings, there exists an automorphism 
A of SQO such that \(x i) = ^ /^ (x i) for i = 1, • • • , k. This implies that 

fool = LfooJ-

A similar argument shows that not only any two adding-deleting 
marking procedure coming from bubbling as above gives rise to an 
equivalent limit map, but also any other adding-deleting marking pro­
cess appeared in the definition of weak limit will lead to equivalent limit 
map. We leave to readers to carry out the detail of this similar argu­
ment. q.e.d. 

If all S i remain in the same topological type, from elliptic regular­
ity and decay estimate along its cylindrical ends of stable (J, H) -map 
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detailed in [5] it follows that this weak C°°-topology is the same as our 
L k-topology on M (J, H; x , y). 

To compare the stronger L k-topology on M (J, H; x , y) induced from 
B(x,y) with the weak C°°-topology here, we may assume only bubble 
components appear when topological types change in the weak limit, 
since the relevant result concerning principal components has been al­
ready established by using Floer's gluing process for those components. 
Now observe that the definition of [u i\ —> [u ̂ ] in the sense of weak C°°-
topology implies that v itK —> voo,K for any compact subset K C e ^ . 
Now E(u i) = E {v i) and the energy identity in Floer-Gromov compact­
ness theory above implies that when K is large enough, for any given 
8 > 0, E(v i jy, nK) < 6. It follows from the monotonicity of minimal 
surface that the image of v'j e i nK. is contained in a prescribed small 
^-neighborhood of u00{d), where d is the set of double points. This to­
gether with the construction of pre-gluing vta i t i\ of v ̂  implies that 
the C°-distance of v i and viai i ^t^Ti\ is less than any given e > 0, when 
i is large enough. 

As we did before for the stable (J, H) -map f, here we can also con­
struct the local hypersurfaces that are transversal to v ̂  at its free pa­
rameter. We still use H to denote the collection of those hypersurfaces. 
In general, i may not be in W f,{v00,H) because i may not send its 
marked points x = fXj g into H , but rather send its points x = fx j g 

into H , with each x i j G D i{x j) for some Si depending on i. From the 
construction of F M , k , it follows that there exists another set of pa­
rameter (a ' , i', t i, i ) , which is "close" to (ai, i, t i, ri), "parametrize" 
{Hra i t i\, xi, • • • , x k), i.e., there exists an identification 

V'i : ( s ( a i , i , t i , i ) ) xii • • - , x k ) - > {^(ai,i,t i,i), xi, ••• ,%k)-

Let v i = v i o tji. 

It follows from the proof of Lemma 2.2 that Si —> 0. Therefore, 
(a ' , i', t i, i') —T- 0 also as i —> oo, and v i K —> voo.K for any component 

K. Clearly, v i G W^v ^jH) and [v'i = [v i]. It is easy to see that the 
above proof of that v i and vtaißitt itTi\ are C°-close also implies the same 
conclusion for v i and vtaitQitt itTiy By Corollary 3.3, when i is large 
enough, each [v'i is in the image of gluing map T. This proves 

L e m m a 4 . 1 . The two topologies are equivalent on M {J, H; x , y). 
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Because of this, M(J, H;x,y) is also compact with respect to the 
strong L k-topology. Now consider the covering 

_U W/(f.H f) 

of M(J, H; x .y), where 

Wtf{f;H f)=W f f{f;H f)/Tf 

is the image of the local uniformizer W f f (f; H f) in B(x,y) under the 
natural projection, and we have used subscript f in ef and H f to indi­
cate the dependence on f. From the compactness theorem and Lemma 
(4.1) it follows that there exists a finite set f i; 1 < i < mg such that 
fW6f(f i, H f); 1 < i < mg already form a covering of M (J, H; x , y). We 

will use W i and W i to denote W f i(f i, H i) and Wti (f i, H i) respectively. 
Let W = ^W i. There is an orbifold bundle L = Um L over 

it. Recall tha t the fiber (£i)[gl for [g] £ W i consists of the equivalent 
classes of sections ^ g^\g]L p k_1(/\

0,1 (g*TV)) with the obvious equivalence 
relations via pull-back action of reparametrization of domains. The 
isotropy group I i of i, which acts on W i, has a lifting action on e i as 
bundle isomorphisms. 

To describe the orbifold bundle structure here in detail, we need 
to review the standard definitions of orbifold and orbifold bundle. Let 
W be a Hausdorff topological space and U be an open set in W. A 
local (C°° —) uniformizing system fU,T,irg for U with uniformizer U 
is defined as follows. U is a connected open subset of some Banach 
space , r is a finite group of effective C°°-automorphisms of U, and IT 
is a C°°-map from U to U such that for any (f> G T, IT o (fe = IT and 
the quotient map n : e / r —> U is a homeomorphism. If fUi,Ti,irig 
and f e , T2,7T2g are two uniformizing system of U\ and U2 respectively, 
an injective C°°-map A between them is an open embedding of U\ into 
e and an injective group homomorphism from Y\ into T2 such that A 
commutes with the projections Ti, i= l , 2 and that A o (f> = A(̂ >) o A for 
any (f> G T\. If A is invertible, it is an equivalence of the two system. In 
particular, each (f> G T induces an equivalence of fU, T, ITg onto itself. 
We say that W is a (C°° —) orbifold if there exists a family U of local 
uniformizing system for open subsets of W, called defining family of W, 
such that the following hold: 

(i) W is covered by Lie UTTU(U). 
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(ii) If g G UiC\U2 with U i = ir i(U i) being U-uniformized , there exists 
a U- uniformized open set U C U\ fl U2 such that g £ U . 

(iii) If (Ui,Ti,7Ti) and ( e , ^ , ^ 2 ) are two local uniformizing systems 
in U such that U\ C U2, then there exists an injective map 
A12 : U i - > U 2 . 

A (C°° —) orbifold bundle L over W is another orbifold together with 
a continuous projection p : L —» W satisfying the following condition: 

(i) Each open set E = p~l(U) for some U-uniformized open set U in 
W is uniformized with respect to the uniformizing system (E, e , n ) 
in such a way that there exists a Banach bundle structure p : E —» e , 
where e is the uniformizer of the uniformizing system ( e , TU, TTU) of 
U. Moreover, we require that T = T = T as an abstract group, and 
the action of TE on E is by the bundle maps which are lifted actions of 
the corresponding ones on U, and that the induced quotient map of p is 
just p. We will call the system (E, U, T,p, nE, TTU) a local uniformizing 
system for the orbifold bundle L —» W. 

(ii) If U\ C U2, there exists an injective map A = [XE, AU) between 
the local uniformizing systems (E e , e i , T i , p i , 7r S71" ) and 
( E 2 , U 2 ^ 2 , p 2 , E , U ) in the obvious sense. More precisely, we have 

-ei —> E2 

p i p2 

Ui ^ U e 

such that XE and XU are the injective maps of local uniformizing systems 
of e-'s and e i's, i= l , 2 , and that XE is a bundle map. In particular for 
any u G U\, 

is an isomorphism. 
Let W be an orbifold and u £ W be in the image of some local 

uniformizing system (U,TU,7U). Clearly all isotropy groups Tu, u G 
(iU)~l{u) are conjugate to each other. We define order of u and u to 
be the order of Tu. It follows from the definition of orbifolds that the 
order of u is well-defined, independent of any particular choice of local 
uniformizing systems. 

For the purpose of this paper we need to extend the notion of smooth 
orbifold to the case of partially smooth orbifold. A Hausdorff topological 
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space W is said to be a partially smooth (Banach) manifold if it is a 
stratified Banach manifold and is a partially smooth orbifold if it can be 
covered by a local uniformizing system U such that each uniformizer in 
U is an open set of some partially smooth manifold. Here we require that 
all maps and group actions involved in the definition of partially smooth 
orbifold are not only continuous but also smooth when restricted to each 
strata . All other notions we introduced above for smooth orbifolds can 
be easily extended to the partially smooth case. 

In the rest of this paper, we will simply use orbifold and orbifold 
bundle to refer partially smooth ones. We now come back to the orbifold 

W = Um=1Wei(f i;H) = Um=1W i 

and the orbifold bundle L —?- W mentioned before in this section. We 
have 

L e m m a 4 .2 . W is an orbifold and L —> W is an orbifold bundle 
over W. 

Proof. L —> W is covered by f L —> W i g = 1 , which is uniformized 

by e i —T- W i . We only need to prove that for any u G W i fi W j there 

exists an open neighborhood U of u in W i l~l W j such that the induced 

uniformizations of E = Lj U —> U from the above two uniformizations 

are equivalent. 

To this end, we describe the induced uniformizations near u first. 

Let Tiiu) = fu ik g, k = 1, • • • , K i. Then all isotropy group Tik = Tu iik 

are conjugate to each other and K i = ^ ( T i / r i k ) . If we choose an open 

neighborhood U i of u in W i small enough so that i~ (U i) can be de­

composed as a disjoint union of its K i components U itk, k = 1, • • • , K i, 

with u itk G U itk, then ^ acts on U itk so that U itk/^ i,k = U i. There­

fore we get K i equivalent local uniformizing systems e U iiki'^i,ki'^i,k) for 

U i. Similarly we get K j local uniformizing systems (U j^^j^^j^) for 

U j C W j with u G U j . We may assume that U i = U j = U. We need 

to prove, for example, for k = 1, tha t the two local uniformizing sys­

tems (U iti,Titi,TTiti) and (U jti,Tjti,TTjti) are equivalent. Since u I and 

u jti are merely two different parametrizations of the same stable map 

u , they have the same intersection pattern, say D. Let U D and U D 

be the corresponding s t ra ta in U ite and U j t \ . We define an equivalence 

XD = X~ ~ between U D-, and U D-, as follows. Let S = En be the 

domain of u I and u jti with marked points x = fxg, i = 1, • • • ,k, 
and H i and H j be the corresponding collections of hypersurfaces in V 
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used to define the pre-slicing W i and W j . Choose an automorphism 
(f>ij : S —T- S such that u jti f u i O < i j . Recall tha t any element 
g G U l C W D implies that g(x) G H i. 

Now g o (fij is close to u jti = u i O Ç i j if g is close to u i^. Therefore 
there exists a unique x g in a small neighborhood of x such that g o 
(j)ij(x g) G H j . Let çîg : S —T- S be the automorphism sending x to 
x g. We define ^ D(g) = g ° 4>i,j = <?g Clearly AD maps U e [ to £ j D 
and commutes with projections i and Tj. By a similar procedure for 
extending group actions of I i from W D to J4V we can easily extend A 
to A : U iti —>• U jti which still commutes with f and Tj. This proves that 
W has an orbifold structure. The proof for L —?- W being an orbifold 
bundle is similar. We omit it here. q.e.d. 

R e m a r k 4 . 1 . Let D T be the top s t ra ta whose domain T,D T is 
S 1 X R 1 , and D B be the s t ra ta whose domain T,D B consists of "bro­
ken" cylinders of at least two elements. If W T and W B are the 
corresponding s t ra ta of W, then from the construction of our slicing it 
follows that W D T U W D B is contained in (W)s, where (W)s is the set 
of smooth (i.e., order 1) points of W. Let S be the singular set of W 
which consists of all points of order greater than 1. Then the domains 
of any its elements have at least one bubble component. 

As we know from Lemma 2.7 that the dJtH~ operator gives rise to a 
I i equivariant stratawise smooth section of e i —> W i, i = 1, • • • ,m, and 
hence descends to a well-defined section of the orbifold bundle L i —> W i. 

These local sections can be pasted together to yield a well-defined global 
section of the bundle L —> W. As before we still use dJtH to denote this 
section. As we showed in last section that on each W i, we can use a 
"generic" i-perturbation to alter the ôJH-section such that 

M f = (J,H + Vi)-\ti) 

has a boundary of the correct dimension. The question here is how to 
globalize this. Note that in order to achieve transversality in each W i, 
it is necessary to use non-equivariant perturbation Vi : W i —> e i, which 
is a multivalued section of L i —> W i. If W i l~l W j / 0, we have to know 
how to transform ^ i j i r W n W j) into a section (or sections f of the bundle 

e j —>- W j restricting to j~ {W i l~l W j). It follows from the definition of 

orbifolds that for any g G W iDW j , there exists a neighborhood U = U(g) 

of g with U C W i Pi W j and two equivalent uniformizer U i and U j of U 

with U i C W i and U j C W j . Let AU : U —> U j be a equivalence between 
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them. Then it has a lifting \ij : e —> JCj such that ij = (Aij,AU) 
together give a equivalence of the two local orbifold bundles. This ob­
viously induces a transform of Vi jfi to U j . However this construction is 
purely local and ij is not canonical due to the automorphisms of Tu i 
and r u . These difficulties are also the reasons that one can not find a 
global uniformization for a orbifold bundle in general. However it is still 
possible to find some weaker induced structure of our orbifold bundle, 
which serves well as a suitable substitute of a "global uniformizer" of 

We already sketched how to construct such a "global uniformizer" 
in the introduction of this paper. The rest of this section is devoted to 
the details of this construction and its related relative virtual moduli 
cycle. 

We start with constructing V ilt...ti n mentioned in the introduction, 
where the indices i\, • • • ,i n corresponding to all possible indices of non­
empty multi-intersections W i1 IT • • W i n. We will use N to denote the col­
lection of all such indices. We define the length of the index (i\, • • • , i n) 
to be n and let N n C N be the set of indices of length n. We will also 
use short notation I to denote (i\, • • • ,i n). 

L e m m a 4 . 3 . There exists an open covering {V ilt...ti n g, 
(ii, • • • , i n) G N of Ai (J, H; x , y) such that 

(i) V iu...,i n C W i n W i2 n • • • n W i n, for all (iu • • • , i n) e N ; 

(ii) Cl{V I ) n Cl{V I ) = 0 if the length l(I) = l(I2), and I / I 2 . 

Proof. We may assume that there exist open sets W i CC W i, 

i = 1, • • • , m such that {W i , i = 1, • • • , mg already forms a covering of 
A4 ( J, H; x , y). For each fixed i we can find pairs of open sets W i C C U j , 
j = 1, • • • , m such that 

W c c U c c W ccU--- c c wm = W i. 

Now define 

V iu...,i n = W nnwn • • - n W \ ( u J e n + 1 C l ( U ) n C l ( U ) • • -nCl(U+1) 

where J = (ju • • • ,j n+1). 
Clearly the family {V ilt...ti n, (i\, • • • , i n) G N g so constructed satis­

fies the condition in the lemma. q.e.d. 

Let 

W iu...,i n = W n• • -n W-n, £iu...ti n = cj W il,..,i n. 
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There are n uniformizing systems 

(e i b i ,W i b i ,7iC i- i ,7i W b i ) 

of 

\^il, — ,i n1 W i l , - " , i n)> k = 1) ' ' ' ) n ï 

with covering group Ti k, induced from 

where 

and 

i l , " , ik,-", in = V e ' l >->i n / I W i i - i ' 

We want to construct the pull-back of these morphisms, denoted by 

( i . . . , i n,W...,i n) : ( e : : ; n , f i i n) -+ (i1,..,i n,W i1,..,i n) 

with covering group 

J- i i , — ,i n — i i i x • • • x J- i n-

We start to define 

I il ti n 

= u u G Y W i k, W( \ W( \ i 

where u = (ui, • • • , u n) with u k G f W and TI = Tit...ti n. Then ^ . . . n 

is the composition of Q k=i ni k restricting to W I I with A " 1 of the in­
verse of n-fold diagonal. If J = (ji , • • • ,j m) f I = ( i i , • • • , i n), there 
exists an obvious projection map 

(«W)J •• W f I -+ WTf 

induced from the corresponding projection \\i eI W i k to Q eJ W j l such 

that nW O {WI J = E J O nW, where E J is the inclusion W I ^ W J. 

All the above constructions can be directly extended to bundle case 
and we get a system of bundles {p I : £ I I —> W I I } , I G M. 
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f p 

Note that for any fixed I with l(I) > f, W I I is not a (partially) 
smooth manifold in general but rather a (partially) smooth variety, i.e., 
locally it is a finite union of (partially) smooth manifolds. In fact for 

f p 

u G W I I with u = ( u i , - - - , u a ) , u = Tïi k{u k), there exists an open 

neighborhood U of u in W I, such that for the inverse image U k = Ti~ (U) 

in W f k, there exist (n— 1) equivalence maps Ak : U\ —> U k, k = 2, • • • , n. 

Composing with the actions of automorphism group Tu k of U k, we get 

nn=2 j ^ u j equivalence maps: 

cßkXk -Ui ^ U k, k = 2 , - - - , n , <jfker„k. 
Clearly u = (u I , • • • ,u n) G fc=i Ufc is contained in W I I if and only 
if u k = 4>k ̂  k{ui) for some < Q ru k. Similar results hold for bundles. 
Therefore, locally the bundle decomposes into its jru j a _ 1 irreducible 
components, each being a vector bundle. 

We summarize up the above discussion in the following lemma. 
L e m m a 4 .4 . There exists a pull-back 

of the n uniformizing systems 

i i i i : ( e i i i ,W i i i ) - • (L I , W I) 

in the category of (partially) smooth variety such that the automorphism 
group of HI is YI = Ti1 X I i • • • X I i n and the induced quotient map 

is a homeomorphism. The inverse image I ((L I)s, (W I)s) of smooth 
points is a pair of smooth manifolds and the restriction of 
71I to ^{{L I s ̂ iW I s) is a j r I j-fold covering of ((L I)s, (W I)s). For 
any J C I, there exists a projection 

whose generic fiber contains lE t jpAJ ^ j j points. Moreover, we have 

7J o 7J = E J o iI for each I G Q . 

Now we define 

V I = ( v I ) - 1 ( V i ) , E I = (KI)-\Lj V I). 
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Then the bundle (E I, V I) are still a pair of smooth varieties, and for 
any J e I the projection TTJ still can be defined when restricted to 
(TTJ)~1(E J, V J) e E I , V I ) . Since locally V I is a finite union of its smooth 
component and E I decomposes into vector bundles over these local com­
ponents, a local section of the bundle can be defined as a union of single-
valued sections over those local components. They agree to each other 
over smooth points. As the local sections so defined are functorial with 
respect to restriction, a section of the bundle can be defined by patch­
ing these local sections together. We will say a section S I : V I —> E I 
is smooth if locally S I restricted to any of those smooth components 
is smooth. For a smooth section S I, we say S I is transversal to zero 
section if locally S I restricted to any of the smooth components of V I is 
transversal to zero section . 

Now let (E,V) be the collection f(Eh V I) , TT1J, J C I £ N g of the 
system of bundles together with their morphisms. We define a global 
section S = fS I; I G N g of such a system by requiring the obvious 
compatibility condition: 

(nI J y S J = S I(nI J ) - l V J 

over smooth points. Note that from now on, it is to be understood that 
pull-back of sections is only defined over smooth points. S is said to be 
transversal to zero section if each S I is. 

Now the section dJtH : W —» £ gives rise to a global section of the 
bundle system (E, V) in an obvious way. Our goal now is to perturb JtH 
to get a global transversal section. To this end, we need to know how an 
element i G R i can be interpreted as a global section of (E, V) first. By 
multiplying with some Ii-equivariant cut-off function ßi, we may assume 
that the support of each element i is contained in W f = i~ (W i ) and 
that fU i ; i = 1, • • • , mg already forms a covering of Ai (J, H; x , y), where 
U e = fu | u G W i, ßi(u) > 0g and U i = Tïi(U e ) . Here we need to assume 
that the index p in L k-norm which we used before to define W i is even 
in order to be able to construct ßi. Now since each Vi vanishes near the 
boundary of W i, we may consider it as a global multi-valued section Pi 

of £ -> W supported in U i CC W i . 

L e m m a f . 5 . Each Vi e R i gives rise to a global section Pi = 
f(Pi; I G N g of the system (E, V). 

Proof. Let I £ N with i £ I and consider V I. 
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Recall tha t if I = fi\, • • • , i n g, then 

V I = wn1nwn2---nwn n nuJeMn+1Cl(un1)---nCl(U+1) 

with J = ( j I , • • • ,j n+1). Since i g I, 

V I ç wnn---nWnwnn---nWnCl(W) 
Ç WnCl{W i ) . 

Therefore, the intersection Cl(U i ) l~l Cl(V I) = 0. Hence ï>i j Vj = 0 for 
any I e N with i g- I . We define (zi)I = 0 if i g I. 

Now assume that i £ I. 

When l ( I ^ = 1, I = fig, V I = V and ( i ) I is just zi : F i -> e 
restricted to V i. 

If we denote fig by i, then for any I with n = l(I) > 1, we have 

*-I. : (e I , f I) -• (L I, W f ) C (L-, W i). 

Therefore, eTI. ^ (z i ) I ; after the obvious extension gives rise to a section 

of E I —T- V I , denoted by (pi)I. Clearly the section ( i ) I , I G N so 

constructed are compatible to each other and yields a well-defined global 

section Vi = f ( / i ) I , I G N g of the system (E, V). q.e.d. 

Let T(E, V) be the space of global (smooth) sections of (E, V). The 
correspondence Vi —> Vi is a linear map of the vector space R i into 
T(E, V). Define R = ©m=1R i- Then the above maps induce a linear map 
R —T- T(E, V). Consider the system 

{ExZs = TI-ÎE, e Z ) = f{E I xZs = T T e , V I x Zs); I G Ng 

of bundles, where Zg is a ^-neighborhood of zero of R, and TÏ\ is the 
projection to the first factor of E X Z$. There is a well-defined global 
section dJtH + e defined as follows, 

(<J ,H+ e)(u I,z/) = 9JjH u I + e((z>)I,u I) 

for any (u I, Z/) G V I X Zg, where e : r ( V , E) X V e —?- E is the evaluation 
map. 

T h e o r e m 4 . 1 . JtH + e is a smooth section of (ir^E, V X Zg), which 
is transversal to zero section. It follows that when S is small enough for 
a generic choice of the perturbation term v G Z$ the section dJtH + v '• 
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V —T- E is transversal to zero section and that the family of perturbed 
moduli spaces 

M f = fM I = (J,H + /I)"1(0); I G Ng 

is compatible in the sense that 

TrI J ( M f I) = M f Jn(ImTrI J ) , J C I. 

Moreover, the image M V of f in W is compact with boundary com­
ponents of "right" dimension. 

Proof. JtH + e is obviously smooth. From the main estimate of last 
section and the construction of R i it follows that 

(J,H + e i)j U?xZs :U°xZs^ 7 r * ( e ) 

is transversal to zero section, where e i is the same as the evaluation 
map, but replaced R by R i. 

Now fU i ; i = 1, • • • , mg already forms a covering of M (J, H; x , y). 

Given any u G V I , let u = n (u) G V I. Then there exists a U i such 
that u G U . Since U i fi V I / 0, i G I as we proved before. Therefore 
dJ,H + e is also transversal to zero section near 

where I i = fig and I = i\, • • • ,i n as before. This proves the transver-

sality for dJtH + e. By the implicit function theorem applied locally to 

each (partially) smooth component of V = fV e , I G N g we obtain that 

(dJ,H + e ) " 1 ^ ) = f(J,H + e ) I 1 (0) ; I e N g C V X Z5 

is a family of "cornered" (partially ) smooth subvariety. 
Let 

be the restriction of projection of V X R to R. It is easy to see that 
Smale-Sard theorem is still applicable in this case. We conclude that 
for " generic" choice of v G R, JtH + v is already a transversal section 
of(E,V). 

The compatibility of the family of zero set 

fM»I;IeNg = fdJ)H + e)I1(0)g 
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follows from the fact that dJtH + ^ is a global section of (E, V). 
What left is to prove the compactness of M " . 
Because 

M(J,H;x,y)cum=1U^ 

dJ,H never becomes zero along the boundary 

d(um=1U) = Cl(um=iU i ) n um=iU°-

But from the construction of R, it follows that v = 0 along 9(Um_1fi°). 
Therefore we have M" C Um=1fi° CC V. Let f i g ° ^ be a sequence of 
M " . We may assume that all i are contained in V I for some I G N'. Let 
u i G M 'I C V I with i = 7T (u i). We need to prove first tha t the section 
I of the bundle E I —> V I has a bounded L k-norm. Since v = P - j a ij e ij 

with fe ij]j = 1, • • • , n i g being the basis of R i, our assumption that 
v £ Z$ C R implies that all ja ij j are bounded. Therefore we only need 
to prove that all the lifting fe ij g I over V I of e ij , which is defined over W i 
originally, are still bounded. As noted before, we only need to consider 
the case that i £ I. From the construction zI, the boundedness of k/iI||kip 
will follow easily if we can prove that all "coordinate changes" between 
W f k's are induced from those reparametrizations which stay inside a 
compact subset of SL(2,C). To this end, we consider W c = Cl(W i), 
i = 1, • • - , m and W c j = W c n W c with W c and W c j C W c be the 

lifting of them in the uniformizer W*. Here we have assumed that the 

uniformizer W* is defined over a slight larger set than W i . 
Let M ij f M (J, H; x, y) n W i j . Then M i j is compact. Let 

fZ i;j,Z i ; jcB(x ,y) ,k = l,---,m i g 

be an open covering of M ij in B(x,y) such that each component of 

7i~ (Z k j ) and 7j~ (Z k j ) in W i"? and f respectively is a uniformizer of 

Z k J . Now for each fixed pair of components of i~ (Z kr) and j~ (Z k r ) , 
the equivalence between them are induced by some automorphisms of 
domain which are contained in a compact subset of Q SL(2, C ) . Since 
there are only finite Z k3 , all these coordinate changes are still induced 
from a compact set of Q SL{2,C). Now let Z i,j = Uk Z k3 and use 
(W i n Ukjti W ik) iJk^i Z ik to replace W i, i = 1, • • • , m. They still form an 
open covering of M (J, H; x , y) and all previous constructions work in 
the same way as before. All "coordinate changes" now stay in a compact 
set . 
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We need to prove that Ui G M I C V I has a limit in FTi ^I Cl{W i k). 

Since we can do this componentwisely e we may assume that l(I) f 1, 

and I = f1g. Then we have fu g i £ Ui C W f and 

i = J,H{u i) G {Li)u 

has a uniform bounded L k-norm. Note that from the construction of R 
it follows that Vi vanishes near all double points of the domain of Ui. By 
the standard elliptic estimate, there exists a u ̂  G W f such that some 
subsequence of fu i g l 1 , still denoted by fu-g, is weakly C°°-convergent 
to uQQ. Similar argument for proving the equivalence of weak C°° -
topology and the L k-topology for M {J, H; x , y) stated at the beginning 
of this section proves that the above convergence is actually also in the 
L k-topology. q.e.d. 

As we noted before, for the top s t ra ta D T or the s t ra ta D B of "bro­

ken" connecting orbits, W i T and W i B are contained in the smooth lo­

cus W i C W i. It follows that V DT = iI1{V DT) and V DB = TI1DB) 

are also smooth. For our purpose, we only need to consider those "bro­

ken" connecting orbits of only two components. We will still use D B to 

refer this particular intersection pattern. Then A4I' T = f IlT\V I T and 

f , D B _ j[/[Vf-)V B are smooth manifolds of dimension fi{y) — fi{x) — 1 

and /i{y) f (x) - 2 respectively. In fact, let M ^c = M ^D T U M ^D B . 

Then M I'c is a smooth manifold with boundary and its boundary is 

dM f I'c f M j B. Let N i = order of I i , where I i is the isotropy group 

of i with W i = W f i {f i; H ) e Then W i s = Ti~1{W s) - • W i is a J i folded 

covering. It follows that V I T (resp. V I B) is a N I = Q ieI N i-fold 

covering of V I T (resp. V I B), and 

is a N I/N J-folded covering. Now 

{J,H + I) = {KI Jr{dJ J)H + J) . 

It follows that {TTI J)*{M f / I ' D T) = N I/N J M ^D T. Therefore if we consider 

each jI-MVI T, i G N as a rational "geometric" chain, then they can 

be pasted together to define a "fundamental" cycle of M . We formally 

denote this as 
Ì A c 

C{M) = ~M 
1 

N I 
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Here the summation is somehow abused since on the overlap of two 
pieces of C(M ) we only count them once. 

More precisely, for each MvI c, I G N , let fK n g™=1 be an increasing 

sequence of compact submanifolds with boundary of A4I'c , such that 

A4I'c = \Jn K n. Fix a K'I and choose a triangulation of it. For each 

simplex in K'I we choose its orientation induced from that of MvI c. 

Then we take the summation of all oriented symplex of top dimension 

in K'I. This gives rise to a singular chain in MvI c. We use S(K'I) to 

denote it. Let 

be the corresponding rational singular chain in M • 

Now for each I G N , choose a fixed K n in A4I'c. By using subdi­

visions and the above compatibility condition of those .MI'c's, we can 

arrange that for each simplex c n G K n, J(c n) is a simplex of K n J, if 

J < I a n d K JmJ ^K n) / 0. 

Now let n varies, we may also arrange that K I'j e n is obtained from 

K n by some divisions as simplicial complex if m > n. It follows that for 
each fixed n we can define a singular chain C{K n) to be the summation 
of all those singular maps in S(K'I), I G N . Note that on those overlaps 
where more than one singular maps appear we only count once. There 
is an obivious restriction map r m : C(K m) —> C(K n), m > n, given by 
the subdivision mentioned above. Therefore, we can define C(M ) to 
be the inverse limit of fC(K n)g n. Note that each element of M will 
be covered by some K m. 

Now we have 

T h e o r e m 4 .2 . C(M ) is a relative virtual moduli cycle of dimen­
sion ji(y) — fJ,(x) — 1 with 

d{C{Mv)) = X i -
IeAf 

MV,Dj: 

In particular, when /i(y) — fJ-(x) < 2 , we have M I = M ' I , hence 

C(M1J) = P I ^ N 1 M f I. 

Corollary 4 . 1 . When /i(y) — ß{x) = 1, 

Mv = UIeJvM I 
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is a finite set, and 

with each M f being finite. 
When ji(y) — fJ,(x) = 2, 

CM) =XWM 

and 

N I 

d(C(M")) = X w M N I 

with each MvI B being a finite set. Moreover, the oriented number 

IeAf 

being a finite s 

#d{CM)) = 0. 

R e m a r k 4 .2 . Here we have used the fact that each of these MvI , 
I E. N has a canonical orientation. Details related to this can be found 
in [5], [7] and [19]. 

Now each "broken" connecting orbit u G A4vI B = A4vI B(x,y) 

with /i(y) — fJ,(x) = 2 has a form u = (u1,u2) with u\ f ^I1 (x, z) , 

f2fry) 
construct each 

u2 G M v I { z , y ) and ji(z) — fJ,(x) = 1, ß{y) — ß{z) = 1. Therefore if we 

M f{x ,y) = fM I{x,y),IeN{x,y)g 

inductively with respect to fj,(x, y f = ß{y) — fJ,(x) starting with fj,(x, y) = 

1, then for n(x, y) = 2, M V , D B{x, y) of "broken " connecting orbits has 

been already constructed and is just 

( f M f (x , z )xM"(z , y ) . 
fi(x, z) = 1 
M(z , y) = 1 

It is easy to see that we can extend this "product" type v defined for 
s t ra ta V B to V itself in our previous construction. Since 

V D B{x,y)=fV B{x,yY,I€N{x,y)g 

I1UI2 = I 

we have N I = P I +I =I N I1 X N I . It follows that 
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Corollary 4 .2 . When fi(y) - fi(x) = 2, 

X C(]tf(x,z))xC(Jtf(z,y)) = d(C(Är(x,y)))-
l-i(x, z) = 1 
/ i (z , y) = 1 

Therefore # ( P „(x,z) = i C ( A T (x, z)) X C ( Ä T (z, y)) 
M(z, y) = i 

= X N N # ( f ( x z ) x f ( z , y ) ) 
I i , I , z I l I 

is zero. 

These last two corollaries and their analogies for the s-dependent 
pair (J s,H s) are all what we need to extend Floer homology to any 
symplectic manifold and to prove Arnold Conjecture in general. 

We remark that it is possible to formulate the construction of the 
virtual moduli cycles by using the desingularization of the bundle system 
used here. 

5. Floer cohomology and Arnold conjecture 

In this section we will complete our long journey of extending Floer 
cohomology to an arbitrary symplectic manifold without any positivity 
assumption on its first Chern class and proving Arnold conjecture in 
general. In view of the "classical" Floer cohomology our task here is 
quite a routine after the last two corollaries which we proved in the last 
section. 

Recall tha t for any generic Hamiltonian function H, we have defined 
the graded Q-space: C*(H) = C*(H; Q) = ®n C n{H) as follows. 

Each element £ G C n(H) can be written as a formal sum £ = 
P M ( z ) = n Cz z, with z G Q and z G P(H) such that for any c > 0, 

#{z 1 z / 0 , a H(z) < cg < 00. 

C*(H), as a vector space over Q, is of course infinite dimensional in 
general, but it is finite dimensional over the Novikov ring Aw, which can 
be defined as follows (see [10] for more details). Recall tha t we have 
used r to denote the image of ^ ( V ) in H2(V; Z) under the Hurewicz 
homomorphism modulo torsion. The symplectic form gives rise to a 
homomorphism UJ : T —> R . If {e i; i = 1, • • • , mg be the Z basis of T, we 
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may identify any element A G T, A = A i e i with (Ai, • • • , A m). Choose 
m indeterminants t = (t\, • • • , t m). We define Aw to be the collection of 
formal sums 

with AA G Q satisfying the condition that 

# f A G r j XA / 0,u(A) < cg < oc 

for any c > 0. Here we have used t A to denote t1
1 • t2A • • -t m with 

A = (Ai, • • • , A m). Aw is a ring with the obvious multiplication 

\.^ = X ^ A-\B t A+B. 
A,B 

In our case that all coefficients AA G Q, the ring Aw is in fact a field. 
C*(H) becomes a vector space over Aw under the following scalar prod­
uct: 

z A 

where ( — A)#z is the usual connect sum. Clearly the dimension of 
C*(H) as a A^-space is just #P(H). Note that the above scalar product 
does not preserve the grading of C*(H). 

In order to make the grading Q-space C*(H) into a cochain complex, 
we introduce a "generic" ^-compatible almost complex structure J and 
its associated moduli space of stable (J, H)-maps M (J, H; x , y) which is 
the stable compactification of the moduli space M D T(J1 H; x , y) of the 
connecting orbits between x and y. We can associate M (J, H;x,y) 
with a finite open covering W = fW i; i = 1, • • • , mg with W i G B(x, y). 

Let N be the nerve of W. Then we can define the compact moduli 
space of stable (J, H, z/)-maps 

Mv(x,y) = fMv(x,y);IeNg 

and its associated relative virtual moduli cycle 

IeM I 

In the case that /i(y) — p{x) < 2, M1Jf c{x^y) in the last expression is 

just M I{x , y ) . 
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Now the coboundary operator S = SjtH,u '• C*(H) —> C*(H) is de­
fined by 

ß(y)=k+l 

for any x G C k{H). 
It follows from Corollary 4.1 that n(x, y) = ^[C{M (x, y))) is finite. 

The Corollary 4.2 implies that 

S-S(x)= X X n{x,z) •n(z,y)y = 0 
ß(z)=k+l ß(y)=k+2 

for any x G C k{H). 
Therefore we define Floer cohomology FH*(V, UJ; J, H, v) of (V,u) 

associated to (J, H, v) to be the homology of the cochain complex 
(C*(H),5jH). 

Rename the "parameter" (J,H,v) by (Jo, Ho, VQ). Our goal now 
is to prove that FH*(V, u; Jo, Ho, VQ) is isomorphic to H*(V, Aw) = 
H*(V, Q) <S> Aw , and as a consequence, to prove Arnold conjecture in 
general. 

To this end, consider a "generic" time-independent pair (Ji,Hi). 
When the C2-norm of H\ is small enough, all elements of P ( H i ) will 
degenerate into non-degenerate critical points of H\. The lifting P ( H i ) 
of P ( H i ) is defined as before. But any element z G P ( H i ) has a form 
z = [z, w] with w G T. fj,(z) = Ind H1 (z) — n + 2ci(w), where Ind H1 (z) 
is the Morse index of the critical point z and n = (dim V)/2. 

Now we can run through the whole theory again for the time-indepen­
dent pair ( J i , H\) as we did for (Jo, H ) - However there is a difference 
between these two cases. Namely, there is an extra symmetry along 
^-direction for the time-independent pair (Ji,Hi). Because of this, the 
definition for F M k of F-stable curves here needs to be modified by 
requiring that the automorphism group of each principal component is 
R 1 X S 1 rather than just S1. The rest of the theory before can also be 
modified to incorporate this symmetry. After such a modification, we 
will still get a orbifold covering W = fWÌ; i = 1, • • • , mg of M (J, H; x , y) 
with nerve N as before. However, due to the extra 6- symmetry, the 
dimension of 

M 1 = fM?, I e Ng 
and its associated relative virtual cycle 

X 1 
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is fj,(y)—fj,(x)—2 instead of ß(y) — ̂ (x) — 1 as long as all the elements used 
to construct MVx and C(MVl) are away from "Morse cell" M HI{xTy)-
Here M HX (x, y) is the moduli space of unparametried "broken" gradient 
lines connecting x and y which is contained in M ( J \ , H\;x,y) as an iso­
lated compact component, if [w x] = [w y] G H2(V) with x = [x,w x and 
y = [y,w y] hence c\(w x) = ci(w y). Now assume that ^(y) — ^(x) = 
1. Then away from M HX (x, y), M I / ( J i , H i ; x , y ) = 0 simply for di­
mension reason. Therefore we only need to consider M HI{xTy) with 
Ind H1(y) — Ind H1(x) = 1 in this case. In fact, because each element of 
M HI{xTy) is homotopically trivial, we also have w x = w y in the case. 
Combining all these together we have 

L e m m a 5 .1 . For a generic time-independent pair (J\, H\) with H\ 
being a C2- small Morse function, the Floer cochain complex 
(C*(Hi),JltH1,iy1) constructed as before is just the usual Morse cochain 
complex with Aw as its coefficient ring. Therefore, the Floer cohomology 
FH*(V, ÜJ; J i , H\, v\) is isomorphic to H*(V,Q) <8> Aw of the ordinary 
cohomology with Aw as coefficient ring. 

In view of this, in order to calculate FH*(V,UJ;JO, Ho,vo) for the 
time-independent pair (Jo, Ho), we only need to prove that 

FH*(V,u; Jo, Ho, u0) £* FH*(V,u; Jh Hu v{). 

For this purpose, we define a chain homomorphism 

) -> {C*{Hi),JuHulJl) 

as follows. 
Let (J s,H s), s G R be a "generic" pair of a family of s-dependent 

cj-compatible almost complex structure J s and Hamiltonian functions 
H s such that (J s,H s) = (Jo, Ho) when s < 0 and (J s,H s) = (Ji,Hi) 
when s > 1. Such a family of (J s,H s) can be viewed as a deformation 
between (J0 , H0) and (Ji,Hi). Let z0 G P ( H ) and zx G P ( H i ) - We 
can define the moduli space M ( J s, H s; zQ, z \ ) of stable (J s, H s)-maps 
connecting zQ and z\ in a similar way as before, but the equation for a 
stable (J s, H s)-map u : S —> V with principal component u p : T,p —> V, 
p = 1, • • • ,L\, need to be modified by requiring that there exists an 
index po G {1, • • • , L\g such that (i) u p is a stable (Jo, Ho)-map if p < po 
and is a stable (J\, H i ) -map if p > po! (ii) 

(9u eiu 

-^(s,e) + J s(u po(s,e)).-^(s,e) + vH s(u po(s,e),e) = o. 
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As we did for (Ji,Hi), we can also extend the previous theory to 
include this case. But there is a difference of this case with the case of 
(Jo, H0) again. 

Because of the s-dependence of the equation for stable (J s,H s)-
maps, we do not have the s-invariance for the particular principal com­
ponent u po. We have to incorporate this into all the construction be­
fore. The output of such a modified theory for (J s,H s) is tha t the 
dimension of the compact moduli space M s(J s,H s;zo,zi) and its as­
sociated relative cycle C(M s' (J s,H s;zo,zi)) is just fj,(zo,zi) rather 
than fj,(zo,zi) — 1. In particular, if the relative index fj,(zo,zi) = 0, 
M I /s(J s, H s; zQI z \ ) is just a finite set and the oriented number 

n(z0,zi) = #C(MUs(J s,H s;z0,z1)) 

is a well-defined rational number. We define 

^i(zo) = ^2 n(zo,h)zi 
ß(z1)=k 

for z 0 e C k(Ho). 

L e m m a 5 .2 . 

^:(C*(Ho),J ) -> (C*(Hi),JuHulJl) 

is a chain homomorphism. 

Proof. As in the "classical" Floer cohomology, this follows from the 
analogue statement of Corollary 4.2 for (J s, H s). q.e.d. 

Similarly, we can also define an "inverse" chain map (f>Q of çî>° from 

(C*(Hi),JuHulJl) 

to 
(C*(H0),JiH0,u0)-

Now we can state our last theorem. 

T h e o r e m 5 .1 . çî>° induces an isomorphism (<^°)* of the Floer coho­
mology 

FH*(V,CJ;JO,HO,P0) 

and 
FH*(V,ÜJ;J1,H1,V1). 
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Proof. The proof is identical to Floer's original proof for the "classi­
cal" Floer cohomology after replacing all his constructions involving the 
"classical" moduli space of (J s, H s)-holomorphic maps by our relative 
virtual moduli cycles. We will only indicate main steps involved here 
and leave the details to the readers. 

L e t <f>Q = <f>Q o <f>® a n d <f>\ = <f>® o <f>Q. W e o n l y n e e d t o p r o v e t h a t (({>$)* 

and (<^i)* are identity maps of FH*(V, u; Jo, Ho, VQ) and 
FH*(V, ÜJ; Ji, H\, v\) respectively. Since the proof for the two cases are 
the same, we only deal with (f>Q = (f>Q o (f>®. It follows from the definition 
of <J)Q and ^° that for any x G C k(H0), 

4>l{x)= X X n(x,y)-n(y,z)zeC k(H0), 
ß(z)=k ß(y)=k 

where y G P(H\) and 

n{x,y) = #{C(Mv{J s,H s;x,y)))-

Therefore Pu(y)=k n(x, y) • n(y,z) is just all possible pair (u1,u2) with 
u\ G MVs{J s,H s;x,y), ui G MVs{J s,H s;y,z) counted with sign and 
the fractional multiplicity in the corresponding virtual cycle. Now we 
introduce a new parameter p G [0, +00) and a one parameter family of s-
dependent family (J s, H s). However, unlike (J s, H s) where the variation 
of (J s, H s) along s-direction is concentrated in {s; 0 < s < 1}, (J s, H s) 
varies along {s; —p — 1 < s < p or p < s < p + 1}. More precisely, we 
define 

(i) (J s, H s) = (J s-p, H s-P) when s > p 
(ii) (J s,H s) = (J-s-p,H-s-p) when s < -p 
(iii) (J s, H s) = (J\, Hi) when — p < s < p 

For such a two parameter (p, s)-family, we can also develop all previous 
theory in this case. In particular, for p large enough, there is a gluing 
map: 

Tp : M s{J s, H s; x , y) X M s{J s, H s; y, z) -> M s{JPs, Hps; x , z), 

which is a orientation preserving bijection. It follows that when p is 
large enough, 4>l is the same as (<^p)o defined by 

{4>p)l{x) = X nx^y)y 
ß(y)=k 
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for x G C k(H0), where 

n(x,y)=#(C(M s(J s , H ^ x , y ) ) . 

Now let p vary to p = 0 first. We get ( J° , H®) which is (J s, H s) when 
s > 0 and ( J_s ,H_s) when s < 0. Clearly (J®,H®) can be deformed 
further into (Jo, Ho) of the original s-independent pair. Let (J£, H x) be 
the latter deformation with — 1 < p < 0 and (J~l ,H~l) = (Jo, Ho). It 
is easy to see that (çS_i)§ is just the identity map of C*(Ho). Therefore 
((ßo)* will be identity map of FH*(V, UJ; Jo, Ho, VQ) if we can prove that 
the chain maps (<^Pl)o and (^p2)o are homotopic to each other. This 
latter statement can be proved in the same way as the "classical" case 
with the same kind of modification we mentioned before. q.e.d. 

Corollary 5.1 (Arnold Conjecture). For a non-degenerate time-
dependent Hamiltonian function H, 

# P ( H ) > 5 b ( V ) . 
i 

This completes the proof of the Arnold conjecture. 
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