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0. Summary.

In this paper we consider a limiting distribution of a diagonal distribution of
a bivariate binomial distribution and its property.

1. The derivation of the diagonal distribution of a bivariate binomial dis-
tribution.

In this section we shall derive the diagonal distribution of a bivariate binomial
distribution. We assume that the bivariate random variable (X, Y') has a bivariate
binomial law as follows:

P(X=0, Y=0)=p0, P(X=1, Y=0)=pu,
1.1)
P(X=0,Y=1)=pn and P(X=1,Y=1)=py;

where we assumed poo, P10, Por and pi; are non-negative values and poo+p10+Po1 + P11
=1. We put Z as the difference value of the two values X, Y:

1.2) Z=X-Y.
Then the distribution of the value Z is given by
1.3) P(Z=—1)=po1, P(Z=0)=poo+pu and P(Z=1)=ps,.
If we have » mutually independent values of the distribution
Ziy Zay vy Zn
then the sum U of the » values
1. 4) U=2Z\+2+ - +2,
have the distribution law given in the following theorem.

TureorReEM 1. For given mutually independent n random variables Z, (i=1, 2, -+, n)
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having the distribution law (1.3) the sum value U=Z,+Z,+ --- +Z, have the dis-
tribution law

min(k, 1) n!

P(U=M)=k—tzzm 5:rnax(ch-H—-n,0) (n_(k+l)+5)'(k*5)‘(l—5)‘5'

(1.5) “Dog™ " E D 0P F 5 0Py
(m=0, +1, +2,--).
Proof. Given n mutually independent bivariate random variables
(X1, Y1), (X, Ya), -+, (X, Ya)
having the bivariate Bernoulli law (1.1). We put
Z,=X;-Y, (i=1,2,--,n),

then Z, (i=1, 2, -+, n) are mutually independent and have the distribution law (1. 3).
The sum U defined in (1.4) is expressed by the difference of the sums »7.,X,
and »7.,Y.

M=

(1.6) U= (Xi~Y)=2 Xi~ 3, Y..

2

1

So we can get the distribution of the sum U by the joint distribution of the sums
nraX, and Y7.,Y,. That is the distribution of U is given by the sum of the
joint probabilities P(32., X, =k, :7.,Y,=[) as follows:

(1.7 PU=m)= P(é&=k,§ Yz=z>.

Along # independent variables (Xi, Y1), (X;, Y3), -+, (Xa, ¥5) We put «, 8,7 and 6 as
the numbers of (0,0), (1,0), (0,1) and (1,1). Then we have

a+pB+r+o=n.
For fixed %,/ the event
(1.8) (z X=h 3" Yz=l>
1=1 1=1
is expressed by the union of #!/al 8! y!6! mutually exclusive events
a B 7 0
e A e —— e A e e A e
((0) 0)) Y (0) 0)’ (1, O)y Y (1» 0), (Oy 1), R (0’ 1), (1) 1)) "ty (1’ 1))’ o

where f+d=k and y+d=/. The probabilities of the nl/a!f!y!d! events equals to
the same
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pooapm‘?ﬁmrpuj-

Then we have the probability of the event (1.8)

n n 7! . .
(1- 9) P<1§:1 X’L:ky 1§ Y,L:l> = ﬁ+§illc ;‘,—ﬁ‘,‘;,‘(\}"’ Do’ P10°Dos i’
o=
a-+B+) +d=n

The sum bivariate random variable (3;*_,X,, >,7.,Y,) has a bivariate distribution law

min(k, () n!

P(S X=k 3 Vi=l)= . S .
(Z, Z ) e ny (b)) (=0 (I=d)l o)

(1.10)
Do kDI 0p B0 e 0Dy

See Kawamura [1]. Therefore we have the distribution of U is gven by (1.7) and
(1.10)

min(k, ) 71!

PUSM= B s sine =B+ 45 (k=) =3t

Do KD Fp k0P 08 (m=0, +1, +2, ..+
as to be proved. ||

ExampLE (white ball and black ball model). We consider the experiment
in which the next four events occur

a) neither white ball nor black ball exists,

b) one white ball and no black ball exists,

c) one black ball and no white ball exists,

d) both white and black ball exists

in a preassigned unit space. The given four events have the four patterns.

[ . ————— P

o 05!0 ()

We shall give the probabilities of the occurrence of the four events peo, P10, Por
and p,, respectively. If we assign X the number of white ball 0 or 1 and Y the
number of black ball 0 or 1 then the bivariate (X, Y) has the joint distribution
(L.1).

The random variable Z=X-Y is considered as the value of the difference of
the two; non-negative gain X of the existence of white ball and non-negative gain
Y of the existence of black ball.
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pattern ! ! l : } e} ! \ ‘ ® | | o e
xy 00 | w0 Ly
| 7z | 0 ’ 1 —1 f 0
i —— - f - —
5 probability i Doo ’ Do ‘ Doy ‘ bu

If we have » mutually independent samples (Xi, Y1), (Xs, Y2), -+, (X,, Y5) from
the bivariate population then the sum vector

1=1 1=1

has the distribution law (1.10). The random variable U defined in (1.6) becomes
the difference of the numbers of the white balls and the black balls; the difference of
the gains brought by the white balls and the black balls in the first » independent
bivariate samples.

2. The limiting diagonal distribution.

We shall discuss the limiting property of the diagonal distribution of a bivariate
binomial distribution given in the preceding section (1.5).

We assume for fixed non-negative 2i0, dox and A, #P10=20, #Po1=4n and
npu=2, and » increases to infinitive then we have the limiting distribution of
the distribution (1.5) of U as given in the following theorem.

THEOREM 2. For fixed non-negative real values Ao, Aoy and Ay, we assume the
condition C: npi1o=2A10, #Po1=201 and npy=21. Then we have the fact that the dis-
tribution given in (1.5) converges as n—oo to the distribution

K, [ k-6 1-83. 8
Qe A" Aot A0 —410=401=411

PU=m= 2 L Gosii—aa’
2.1

(m=0, =1, £2, ).

Proof. Under the conditions pio=210/7, Por=20/n and p;;=2u/n the term of the
right hand side of (1.5) becomes

7! 1 Ao+ Ao1+ 211 )1'—("“) re
(n—(k+1)+0)! (k—d)! (I—0)! ! < h n

()

(2.2)

The value of (2.2) converges to
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21057% 201" P Asy®

(=) (I—05)!d!

— (g0~ 401~411)

as # increases to infinitive. See Kendall and Stuart [2].
Therefore we have the limiting distribution of (1.5) under the conditions de-

noted by C as follows:

. min(k, ) n!
A semsBine (= (e D49 (k=D Ao

Do E D P Emipg I, 0

min(k, () llok—ﬁzml‘axua

L2 B Goana—anat ¢ m=0, L 20 ]

Il
™

Moreover we can verify the limiting distribution (2.1) to a rather simplified
form as given in the following theorem.

THEOREM 3. Under the condition assumed in the preceding theovem we have
another form of the limiting distvibution (2.1) in a simplified form:

3 r
2.3) P(U=m)= 5, 20 A0 g (=0, +1, 42, ),
R

Proof.

P U S

munk, 1) ilok-ﬁloll—alué

P(U=m)= 1 A A
( ) k——tZ=m = (B=o)l({—o)a!

A10° 201" 211°

m B+i=k ﬂ! T! 5!
r+o=1

k-1

e~ M0~

!

2.4) A10f01" 211°

L

e~ A0~ 201~

It is stated in the theorem 2 that the distribution of U in (2.1) becomes to the
main diagonal distribution of a general bivariate Poisson distribution. See Kawamura
[1]. It is also stated that the distribution (2.1) becomes to the distribution of a
independent type bivariate Poisson distribution. Therefore we have the next theorem.

THEOREM 4. If a vandom vector (X, Y) is distributed by a bivarviate general
Poisson distvibution then the diagonal distvibution (the distribution of the diffevence
U=X-Y) becomes the diagonal distrvibution of a bivariate independent type Poisson
distribution:
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P(U=m)= 5 DI pone
wlmm RN

(2.5)

(m=0, 1, £2, ).
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