SOME THEOREMS IN AN EXTENDED RENEWAL THEORY, IV

By HiroHISA HATORI

1. Consider a sequence of non-negative independent random variables X,
X, +++ and let N(¢) be the number of sums X;, X; + X;, - -+ which are less than
t. In other words N(t) is the random variable such that

N¢t) Nity+1
(1.1) X, <t D X
=1 k=1
The existence of
1.2) lim + 3 B(X)=m,
n—ooo N k=1
with some conditions on X, X,, ---, ensures
(1.3) lim = ST [H(t + by — Hyldt =2
’ T—oo T 0 - m’
where
(1.4) H{t)=E{N®)}= Z_JIP(Xl +oo 4+ X, <0).

This problem is a renewal theorem in a wide sense and has been treated by
Kawata [6] and extended by the author [3], [4]. Moreover, we have as an
extension of (1.3) above that

T t oo

(L5) lim lj dtj ot — w)dH(w) =lj o(u)du
Toeo T Jo 0 m Jo

where ¢(u) is a Baire function integrable over (0, o). This fact has been de-

monstrated by the author [5] in a somewhat extended form. By the similar

way as in Theorem 1 of [5], we can prove the following

THEOREM 1. Let X, k=1,2,---, be non-negative, independent random
variables having finite mean values. Lf there exist positive constants L and
K such that

EXy)=L, Var(Xp) <K  for k=1,2,---
and
lim LV EX)=m, m>0
n =1
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exists, then
T t
§ dtj Ot — 1) AN)
0 0

18 a random variable, 1.e. a measurable function defined on the probability
space and it follows that

(1.6) lim £ y dtjo Ot — 1) AN () = % X:’ o) du

T—c0 T 0
with probability 1, where ¢(u) is a Baire function integrable over (0, o).

Proof. ¢(x) being a continuous function,
T ¢
j dtj Ot — u) dN(w)
0 0

is measurable, because this double integral may be considered as the limit of the
Riemann sum > ¢(t — u) AN(u)4dt. Using the transfinite induction, we can see
the measurability of the integral in which ¢(u) is any Baire function integrable
over (0, ). Applying Theorem 1 in [2] to the sequence X;, k=1,2,---, we
get

L ON(T) _ 1
A

from which (1.6) is obtained by the similar way as in Theorem 1 of [5].

In this Theorem 1, if ¢(u) is the characteristic function of the semi-closed
interval (0, k], (1.6) becomes

T
@ lim %L [N() — N(t — hyldt = % (@ 5.,

where N(t—h)=0 for t —h<0. So (1.6) may be considered to show an asymp-
totic property of N(t+ h) — N(t), i. e. the renewal number in (¢,t+ h] as t— oo,
In the next section, we assume the law of iterated logarithm on X;, k=1,2,---,
to make Theorem 1 more complete.

2. In this section we make the following assumptions:

(2.1) X:.,, k=1,2,---, are non-negative independent random variables,
@2 0<m<e and LB =mtoly/EEL) (o)
=1

23) B,= éIVar (X)—oo  (n—oo),

2.4) X, — EX,), k=1,2,---, obey the law of iterated logarithm,
and
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2.5) ¢(x) is a Baire function integrable over (0, o) and
[T191du=0(PEEL) o,
In the first place, we shall prepare the following Lemma which is found as
Theorem 4 in [2].

LEMMA. Under the conditions (2.1)-(2.4), we have

T

2.6 lim ———
(2.6) T—»oox/ZTloglogT «/—

(a. s.),

where

THEOREM 2. Under the conditions (2.1)-(2.5), we have

T t T o
dt| ¢(t—uw)dNwu)——\| ¢wm)du
@.7) lim S" S" mSo J _3¢_lj”¢"+ ¢l +C/2
T—co V2T loglog T Jm m

with probability 1, where

B =lim - $1Var (X, I¢l= f | () | du

”7/-'00

and

C= I figoga |, 1900100

Proof. We have

j:dtj: (6 — u) AN(u) — = r’ o(u) du

@.8) - [N(T) - ;ﬂj o) dv — jT“ VISR N ) jj I(v) dv
- 5: — dN(u)E W(v)dv

=P+Q+R, say.

Then, we have

- | P| «/-
2.9) :}'Lm¢2T loglog T = J m3 4
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by (2.6), because |P| < |N(T)—T/m| || ¢]l.
In the next place, we have for an arbitrary small ¢ >0 with probabitity 1
that

Q] N(T) T o
V2T loglog T =7 \/2log log T jhmogm“ [¢(v) | dv
N(T) loglog 2T loglog T _ C+2¢ N(T)
<(C+e 2loglog T < 2 T

for sufficiently large 7. So we have

mo- Q1
(2.10) %L n J__W_ om (a. s.).

By (2.6), we have for an arbitrary small ¢ >0 with probability 1 that

Ny<-L +< J/B +s>¢2“T“_’”—10glogT

and

%(T— V2T loglog T) — <% + s) V2T loglog T < N(T — 2T loglog T)

for sufficiently large T, so that we get with probability 1 that

|R| < ¢ IIN(T) — N(T — J2T log log T')]

sioI[ L +2(9E +o)|verrge T

for sufficiently large 7', which implies

— | R < 2JB>
@11 }ﬂloJZTlog logT = = m Jms i1

Summing up (2.8), (2.9), (2.10) and (2.11), we get (2.7) with probability 1.

3. In this section, we shall give some results on the process X(t) defined
as follows:

X()=t—3VX, if NO)>1
o O=1-3% it Noz1,

=Xo+t it Nit)=0
where X, is a non-negative random variable. Doob [1] has shown that

E(X3)

3.2) lim lj X@dt =k (@s),

T—oo T
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when X, k=1,2,---, are non-negative, mutually independent, identically distri-
buted random variables.

Even in the case where X;, k=1,2,---, do not necessarily have the same
distribution, we have

(3.3) lim leX(t)dt—i (a.s.)
: dm 77 ) “om &S

by assuming the existence of the limits

m=lim L 1 EX) and b=lim + 3 B(X

n—oo M k=1 n—oo N k=1
with some additional conditions on X;, X, ---. This fact has been noticed by
the author [2]. In the following, we shall try to make (3.3) above more
complete. In addition to the assumptions (2.1)—(2.4), we assume the following
conditions:

3.4 Xi— E(XH, k=1,2,---, obey the law of iterated logarithm
and

1 mxs = loglogn_ .
3.5) L3 mxn=b+o(y/ L) (o),

THEOREM 3. Under the conditions (2.1)-(2.4), (8.4) and (8.5), we have

T b
.6 s I 17
: Tw 42T loglog T =2/md ' 2ym

with probability 1, where

B=Tlm lkﬁ‘,Var(Xk) and V= Tim lk\ﬁVar (X3
=1 =1

n—oo n—ooo N

Proof. Since

S:X(t)dt - Sf (Xo+t)dt + r‘m (t — X)dt+- -+ X

T
X Swr)

t — Sycry)dt

1N 1
=X X+ E le + —(T“ SN(T))zy
2 i=1 2

we have
1 NT) T 1 NTHY+1
@.7) XoXi+g 53X <S0 XOdUsXXi+y > X

By (3.4), we have for an arbitrary small ¢ >0 with probability 1 that
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N(T)
kZI E(X?) — 1+ )42V, log log Vi,

N(T)
(3'8) < kgl sz

NT)
< 7021 E(sz) + @1+ 8)4/2VN(T) log ].Og VN(T)
On the other hand, (3.5) gives

for sufficiently large T, where V,=3%_,Var (X2).

3.9 Zéjl)E(X,?) =bN(T) + o(y N(T) log log N(T)) (T—o) (a.s.)

which implies with (3.7) and (38.8) with probability 1 that

91

b
2 i

'T b
@.10) < L X(@)dt— 5T
. b

b 1
< E[N(T) ~m + X Xi+ -+ —2—(1 + &)4/2Vyry.+11loglog Viyery 41

2

+ o(f/N(T) log log N(T))
for sufficiently large T. Noticing that we have

iy N(T) loglog N(T) _ 1
T—w TloglogT ~ m

and

i Ve log log Viver, < |4
T—oo Tloglog T m

(a.s.)

(a. s.)

| M) = |~ 50+ 02V Tog Tog Vaer, + o/ BT Tog Tog NCT))

by the similar method as in the proof of Theorem 4 of [2], we can show (3.6)

from (3.10) and (2.6).

REMARK. Assuming the weaker condition instead (3.5) that

.5 2 318G =b+0(/ RELER) (o)

we can maintain Theorem 3 by only adding

Ci= 233&\/ log log n ‘nkgl

to the right side of (3.6).

E(X?)—b ‘
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4.1)

4.2)

4.3)

(4.9)

4.5)

and

4.6)
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In this section, we make the following assumptions:

X Yuo +o+, Zy, k=1,2,---,  are non-negative independent random
variables,

O<mm My, ** m, < o and

1 iE(X@:mz—l-o(\/___lOg}sgn ),

n =
—1—§E(Y)—m +o< loglogn>
nisy v n ’

.................................

L BBz =m o/ REREL) o)

.....................

B, Eki‘,lVar (Zy)— o0 (m—> o0),

X.—EX), k=1,2,---; Yi—E(Y, k=1,2,--+; -+
Z.—EZ), k=1,2,---, obey the law of iterated logarithm respectively,

o, Y, -, 2) is a non-decreasing function defined on the domain:
x>0, y>0, ---, 2>0 and satisfies Lipschitz condition,
i.e. that there exist positive constants A, B, ---, C
such that

0§¢(x+h, y+k’ ct Z+l)—¢(x,y,"‘,2)éAh'{‘Bk“‘""l‘Cl
for all positive @, ¥, -+, 2, h, k, -++, 1

o, Yy, -+, 2) is positive homogeneous and there exists a positive
constant y such that

¢(w’ Y,y z)%)"min (w: Yyoooy Z).

As examples of the function ¢ satisfying the conditions (4.5) and (4.6), we
can give max(x,y,- -, 2), min(x,y,--+,2) and yx? +y?+---+2? with p=1.

The author [3], [5] has discussed some properties of the renewal type on
W., where

4.7

W= ¢< X, 3V o, Elzk}

that is, asymptotic properties of M(¢) defined as follows:
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(4.8) WM(t) <t= WM(t)+1-

It can be shown that M(t) is uniquely defined with probability 1 for each ¢>0.
We shall derive more complete properties on M(¢) than those in [3], [5].

THEOREM 4. Under the conditions (4.1)-(4.6), we have

M(T) - z
4.9) m $(May My, -+, m;) | _ AYBs+ByBy+---+CyB;
: Tooo J2Tloglog T = Vo (me, my,- -+, m)>?
with probability 1, where
B, = im — EVar(Xk), BFWn-}{;ﬁvM(Yk), ., B,= %ﬁ Var (Zy).
n—oo W 7n—00 =1 k=1

Proof. By (4.2)-(4.6), we have for an arbitrary small ¢ >0 with probability
1 that

n$(Mz, My, + + -, M) + 0(yn log log 1 )
— (1+&)(AV2B;,loglog B., + ByY2B,,loglog B, +-+*
+C 2Bz,»,, log log Bz,n)

<W.,

< nP(Mmy, My, -+ -, m2) + o(ynlog log n )
+ (1 + €)(Ay2B,,, log log B, + By2B, , log log B, ,+ - - -
+C42B, ,loglog B..)

for sufficiently large #n. On the other hand, we have

R 1
T—oo T - ¢(ml'y Myy ey mz)

(a. s.).

(See Theorem 38 in [3].) So, using the similar method as in Theorem 4 of [2],
we have (4.9) which was to be proved.

COROLLARY. Under the conditions (4.1)-(4.6) and (2.5), we have

T t M T d
Tim -go dtjo ¢t —wdMw)— d(Mmg, My, -+ -, M2) S 9 u)
Tso0 V2T loglog T
3(AJ_ +Bﬂ+ -+ CyB.)
(4.10) Tt el

X
+(lon+ g im[Tlowidn) .o,
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