
SOME THEOREMS IN AN EXTENDED RENEWAL THEORY, IV

BY HIROHISA HATORI

1. Consider a sequence of non-negative independent random variables Xί9

X2, and let N(t) be the number of sums Xi, Xi 4- X%, which are less than
t. In other words N(t) is the random variable such that

(i.i) Σ-ϊ*<
fc = l

Σ
fc=l

The existence of

(1.2)

with some conditions on Xί9 X2, •••, ensures

(1.3) lim-^Γ
Γ-»oo 1 J 0 7/fr

where

(1.4) #(ί) = #{N(£)} = f] P(Zi + - + Xn*

This problem is a renewal theorem in a wide sense and has been treated by
Kawata [6] and extended by the author [3], [4]. Moreover, we have as an
extension of (1.3) above that

(1.5) lim ~ ( dt { * ψ(t - u) dH(u) = — ί°° φ(u) du
τ-»oo ^ J o J o mJo

where ψ(u) is a Baire function integrable over (0, oo). This fact has been de-
monstrated by the author [5] in a somewhat extended form. By the similar
way as in Theorem 1 of [5], we can prove the following

THEOREM 1. Let Xk, k — 1, 2, , be non-negative, independent random
variables having finite mean values. If there exist positive constants L and
K such that

E(Xk) ^ L, Var (Xk) ^K for k= 1, 2, -

and

lim — Σ E(Xk) = m, m > 0
™->oo n k=ι
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exists, then

T ψ(t-u)dN(u)

is a random variable, i. e. a measurable function defined on the probability
space and it follows that

(1.6) lim 4 ί dt ( * ψ(t - u) dN(u) = — ( °° ψ(u) du
τ->oo 1 Jo Jo m JQ

with probability 1, where ψ(u) is a Baire function integrable over (0, oo).

Proof. φ(x) being a continuous function,

ψ(t-u)dN(u)

is measurable, because this double integral may be considered as the limit of the
Riemann sum Σψ(t — u)ΛN(u)Λt. Using the transfinite induction, we can see
the measurability of the integral in which ψ(u) is any Baire function integrable
over (0, oo). Applying Theorem 1 in [2] to the sequence Xk, k=I, 2, , we
get

v N(T) 1 , ,
lim — =— = — (a. s.),

r-»oo 1 m

from which (1.6) is obtained by the similar way as in Theorem 1 of [5].

In this Theorem 1, if ψ(u) is the characteristic function of the semi-closed
interval (0, A], (1.6) becomes

(1.7) lim ̂  Γ [#(*) - NU ~ h^dt = — (a- s )^T^OO 1 J o m

where N(t — h) = 0 for t — h<0. So (1.6) may be considered to show an asymp-
totic property of N(t + h) — N(t), i. e. the renewal number in (t, t + hj as t — »oo.
In the next section, we assume the law of iterated logarithm on Xk, k = 1, 2, ,
to make Theorem 1 more complete.

2. In this section we make the following assumptions:

(2.1) Xk, k = l,2, , are non-negative independent random variables,

(2.2) 0<m<co and loglog^ ,
n k—i \ n /

(2.3) Bn = Jl Var (Xk) -> oo (n -̂  oo),

(2.4) Xk — E(Xk), k = I,2, , obey the law of iterated logarithm,

and
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(2.5) ψ(x) is a Baire function integrable over (0, oo) and

w.) i Λ,=o(-^5i£
\ X

In the first place, we shall prepare the following Lemma which is found as
Theorem 4 in [2].

LEMMA. Under the conditions (2.1)-(2.4), we have

(2.6)

where

lim

T
N(T)- —

m
(a. s.),

THEOREM 2. Under the conditions (2.1)-(2.5), we have

I f dt f t φ(t - u) dN(u) - — f °° φ(u) du
(2.7) BE Uo j o m j o

V2ΓloglogΓ

ίί/i probability 1, where

αncί

C = ίim Ί — f - f °° I ψ(u) du.
x-^oo log logo; Jo;

Proof. We have

*
f dt(* ψ(t-u)dN(u)~— Γ ψ(u)du
Jo Jo in Jo

[ >p~\ poo f Γ-V2ZΊoglθg Γ PCX?

JV(T) - — φ(o) dv - dN(u) φ(v] dv
W j j o Jo JT-U

J T ΛOO

_ dN(u) φ(v] dv
T-V2TloglogT JT-U

= P+Q + R, say.

Then, we have

(2'9)
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by (2.6), because | P\ ^ \ N(T) - T/m \ \\φ\\.
In the next place, we have for an arbitrary small ε>0 with probabitity 1

that

N(T) log log V2Γ log log T ^ C+2ε N(T)
-y 2 log log Γ < 2 '~T~

for sufficiently large T. So we have

By (2.6), we have for an arbitrary small s > 0 with probability 1 that

and

—(T- V2Γloglog T) - f-^== + e]<j2Tloglog T < N(T-^2Tloglog T)
m \V w /

for sufficiently large T, so that we get with probability 1 that

R

for sufficiently large Γ, which implies

Summing up (2.8), (2.9), (2.10) and (2.11), we get (2.7) with probability 1.

3. In this section, we shall give some results on the process X(t) defined
as follows:

N(t)
X(t) = t - Σ Xk if N(t) ^ 1,

(3.1) k=ι

= XQ + t if N(t) = 0

where X0 is a non-negative random variable. Doob [1] has shown that

1 /» T p( V"2\

(3.2) lim-^ X(t)dt = - (a. 8.),
Γ->oo 1 J o



90 HIROHISA HATORI

when Xk, k = l,2, , are non-negative, mutually independent, identically distri-
buted random variables.

Even in the case where Xk, k = 1, 2, , do not necessarily have the same
distribution, we have

(3.3) lim 1 (TX(t)dt = ̂ ~ (a. s.)
ίr-κ» 1 J o *W2-

by assuming the existence of the limits

m = lim-^E(Xk) and 6 = lim - f] E(X?)
n->oo n k=ι n->oo n k=ι

with some additional conditions on Xίt X2, . This fact has been noticed by
the author [2]. In the following, we shall try to make (3.3) above more
complete. In addition to the assumptions (2.1)-(2.4), we assume the following
conditions :

(3.4) X? - E(X%), k = l,2, , obey the law of iterated logarithm

and

(3.5)

THEOREM 3. Under the conditions (2.1)-(2.4), (3.4) and (3.5), we have

' V2TloglogT -2V^~ 2Vm

with probability 1, where

_ 1 n _ 1 n

£=lim-ΣVar(i) and F= lim - Σ Var (Jζ?).
n— »oo n k=l n—>oo n k=l

Proof. Since

ΓXι ΓXi+Xzf ΓXι ΓXi
X(t)dt=\ (X0 + f ) d t + \

o Jo JXi

we have

-I N(T)+1

Σ
1 N<T) ΓT

(3.7) 0̂̂ ι + i-Σ^ 2< - a r ( ί ) ί ί < ^ - X Ό - - = -
£ k=l Jo

By (3.4), we have for an arbitrary small ^ > 0 with probability 1 that
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N(T)

. log log V

N(T)
(3.8) < ^ J J

N<T)

for sufficiently large Γ, where Fn = Σ£=ιVar CX"fc

2) On the other hand, (3.5) gives
N(T)

(3.9) £ E(Xί) = bN(T) + o(Vtf(Γ) log log JV(Γ)) (Γ->oo) (a. s.)

which implies with (3.7) and (3.8) with probability 1 that

(3.10)
2m

+ JΓoi. + + d +

for sufficiently large Γ. Noticing that we have

ΓloglogΓ m

and

HE *«*> *-*"*•««•> ^L, (a.s.)
τwoo T log log T m

by the similar method as in the proof of Theorem 4 of [2], we can show (3.6)
from (3.10) and (2.6).

REMARK. Assuming the weaker condition instead (3.5) that

(3.50 ^:

we can maintain Theorem 3 by only adding

2 n-+oo\ log log n

to the right side of (3.6).

-
n k=
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4. In this section, we make the following assumptions:

(4.1) Xk, Yk, •—, Zk, k = 1,2, , are non-negative independent random
variables,

(4.2) Q<mx, my, •-•, mz<oo and

(4.3)

= m. + o - (n

Bz,n = Σ Var (Zk) -> °o (n-* oo),

(4.4) Xk-E(Xk), fc = l,2, ; Γfc-#(F,), Λ=l,2, ••; •••;

Zfc — E(Zk), k = 1, 2, , obey the law of iterated logarithm respectively,

(4.5) Φ(x,yj , z ) is a non-decreasing function defined on the domain:
#>0, 2/>0, •••, z>0 and satisfies Lipschitz condition,
i. e. that there exist positive constants A, B, - , C
such that

Q^Φ(x + h, y + k, •••, s + Z)-0(a,iΛ ,3)gAA + Bfc + + CT

for all positive α, ί/, , z, h, k, , I

and

(4.6) Φ(x,y, ••-,%) is positive homogeneous and there exists a positive
constant γ such that

0(α?, y, , s) ̂  r min (α, y, ,z).

As examples of the function 0 satisfying the conditions (4.5) and (4.6), we
can give max (x, y, - , z), min (α?, #, , z) and $c* + ?/p + + zp with p ̂  1.

The author [3], [5] has discussed some properties of the renewal type on
Wnj where

(4.7)
\ I. _ -I JL _ -I If _ -I\ K — 1 K — J. K — J.

that is, asymptotic properties of M(t) defined as follows:
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(A Q\ "Π7 <s + <" W\* °) ""Mat) ^ t/ = y.af(έ)+ι

It can be shown that M(t) is uniquely defined with probability 1 for each t > 0.
We shall derive more complete properties on M(t) than those in [3], [5].

THEOREM 4. Under the conditions (4.1)-(4.6), we have

T

(4.9) Km *&*> m»> '̂ ώ-
V2TloglogT ~ ^lΦ(mX9my9 "9mg)

9

with probability 1, where

Bx = lim - Σ Var(Xfc), £y = Iίm - Σ Var (Γ*), •••, Bz = ϊϊm - Σ Var(Z*).
n->oo % & = 1 rc-»oo % fc = l τz-->oo ^ k = l

Proof. By (4.2)-(4.6), we have for an arbitrary small ε > 0 with probability
1 that

nφ(mx, my, , mz) + o(V% log log τι

,w log log BX)U + J5V 2Sy,n log log Sy,n

< nφ(mx, my, , m2) + o(^n log log

+ (1 + *)CAV2B,fnloglogJBΛfn + BV2By,n log log By,n+

for sufficiently large n. On the other hand, we have

lim — -̂̂  = — — (a. s.).
T^OO T Φ(mχ,my, ,mz)

(See Theorem 3 in [3].) So, using the similar method as in Theorem 4 of [2],
we have (4.9) which was to be proved.

COROLLARY. Under the conditions (4.1)-(4.6) and (2.5), we have

{ dt (t ψ(t - u) dM(u) - — r- {°° ψ(u) du
ϊT^ Jo Jo φ(mx,my, ,mz) J 0

 y v

(4 10)
( }
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