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§1. The notion oΓ convergence
of a multiple series is soπewhat
complicated; we can consider several
kinds of convergences Here we treat
mainly double sequences or double
series for simplicity*s sake, but
the same holds for general multiple
ones

Usually the convergence of a
double sequence •Sm.-n. is defined
as follows: a double sequence

•hO f θ + 0

converges to i f

for any given £ > 0 , wo can find
a number jt0 =. JLoίt) such that for
every ΎΠ , -n, ^ JLO , we have
lsmn— 5f < 6 The convergence

of a double ser ies
oo

(i) _£ α ~ ~

whose sum is S , i s defined by the
convergence of i t s p a r t i a l sums

(2) a/M.V

to ^ in the above sense. We call
this the P-convergence (P means the
"partial sura

w
) in this paper.

On the other hand, we say a double
series (1) is A-convergent (A means
the "arrangement

1
*), if at least one

of the simple series in which tho
original series has been, arranged is
convergent. In this case, the sun
has no mean generally, because it
depends on the arrangement, unless
(1) is absolutely convergent.

It is evident that these two no-
tions coincide with each other for
the series with positive terus, and
that the absolutely convergent series
is A- and P- convergent. But a se--
ries which is A- and P-convergent
is not always absolutely convergent
as easily shown by:

Example 1.

1 + § + T + * + •

Also these two convergences, are not
the same in general cases. In fact:

Example 2.

0 + 1 + 3 +-y + . .
+ (-£) + 0 + 0 -+- 0 + . .

+(-έ) + o + o + o + . . .

+ (-|) +o + o + o + . . .
Λ-

is A-convergent but not P-convergent.
Conversely,

Example 3 .

- 1 + 1 1 - 2 + 3 + 4 + . , .

+ 0 + 0 + 0

+2 +(-2) + 0 + 0 f θ + , . .

+3 + (-3) + 0 + 0 t 0 -f . . .

is P-convergent but not A-convergent.

We remark that the terms of an A-
convergent series are bounded, but
this is not true for P-convergent
series as has already been shown in
Example 3. However, we have from
the definition,

Lemma 1. If the double series

(1) jί_
β
 «».

is P-convergent, there exists a num-
ber Ji such that its partial suns

are uniformly bounded for -m, , rυ ,
provided that both suffixes -m, and
t̂ are ^ £, .

Corollary. Since v̂e have

- I l l -



for

a r e
 also uniformly bounded

DoΓinltion 1. The minimal integer
£ satisfying the conclusion of

Lemma 1 is called the limit of boυn-
dedness of the series (1).

§2, τ-"Όr a double power sei^ies

the following result is very well-
known ̂  :

Lemma .2. If the terras of a double
power series

(4)

are uniformly bounded at x- JC
O
 ,

y — %o > or especially If (4) is
A-convergent at oc^-x

0
 , #• - y-

o
 ,

then (4) converges uniformly and
absolutely in every compact subset
contained in loci < |^c

β
| , ft | < |γ

0
1

The assumption of Lemma 2 cannot
be replaced by the P-convergenee at
oc •=- x

o t
 % ~ VΌ 9 for P~conver-

gence does not imply the boundedness
of the terms of (4). It seems to me
that the Theorem 1 on p. 12 in the
book of Prof M.Tsuji

3
* saying as

follows is inexact:
 |f

lf a power
series

is P-convergent (but not A-convergent)
at x — 2, ? - 2y Y

θ t i t s
 absolute

convergence region iu not |x|
Is I x|<t ,

To avoid such cases, the absolute
convergence is assumed for Lemma 2
in the books of Bochner-Martin^ and
Sβveri^ , but it seems to me that
A-convergence is enough for Lemma 2
However, what will happen if we dare
take the P-convergence to the last?
We shall show in the next section,
that such singular phenomenon as in
Example 4 occurs only on some singu-
lar sets, or more exactly, the point-
set on which (4) is P-convergent but
not absolutely convergent has no in-
ner point.

§3. Theorem, Let the power series

(4)

be p- at every point of ag y
neighborhood XJ of a point, Cxo, V*)
Than (41 converges absolutely and_
uniformly In. | χ | ̂  | X o | , | # | ^ |fro | .

Proof. Using Lemma 2, we may as-
sume that oc0 =̂ o , ^o "Φ O and
the neighborhood

(5) U: |x-x.|<r, |H. |<r

has no common point with the planes
XL — o and ̂ = 0 . Put

is convergent Qwhich means the P-
convergence in our terminology]
at z^^ojίH-^), then
(*) converges uniformly and absolutely
in \z*\ ί:X

1k
<\*£\, C + ̂ t, — ,-*) ,

where X^ are arbitrary positive
numbers less than lz£ ) .'*

Indeed, the following example shows
that the P-convergence is not conve-
nient for the convergence of power
series.

Example 4, The power series with

— o,
1=1 and m=l,u=0,

^2 and w^

-1

0

77? ^ 2 and

S 2 ,

i.e ,

We shall first give a definition
and a lemma for the later use.

Definition 2, We say that a system
of real-valued functions fii(Xiy--

y
 x

n
)

p

• -
 }

 -£feC:Xi
Λ
 , x θ } defined in a

set Itf of the real Cartesian tv-
space is lower semi-continuous, if
for any given real values y —

t
 y^ ,

the point set

is always closed in ΛIΊ

This definition does not seem to
imply the lower semi-continuity of
each component ft Cίj , — - ,

 x
<n,)

Lemma 5. Let a system of func-
tions fad,, — X n ) / - , AC*i,---y*O}
defined in an open set \\[ , be lower
semi-continuous. Suppose that each
component is non-n«gative and finite
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at every point of W Then there
exists an open subset of V/ in
whicn ^ O i — X O Ci~l, "'-&•)
are bounded.^

Proof* Putting

these sots are ull closed and we have

= 0 A
>by our hypotheses. If non of the

Ay ( )/-l,2,--' ) has inner points,/^y
is nowhere dense and then yf is
a point-set or first-category, con-
tradicting that IV is a non-empty
open set. Hence there must exist a

V such that Ay has inner points,
which proves our Lemma ̂

We now return the proof of our
Theorem and proceed on For every
point Cx,y) e \J , we denote
by Ziϋf *) the limit of bounded-
ness of X o<!

wτu
 xT y"- , and put

for

By our assumptions, #)
and ^4 (x, y) are non-negative
and finite at every point Cx,%) in
(5). Next we shall show that the
system of functions {-£(*>#) >
M.(X, %) j is lower semi-continuous

in the sense of Definition 2. In
fact, take two positive numbers β
and )f and put

and Mc*,»^y}.

We remark that Z ύ β is equiva-
lent to Z ^ίβl where Γ 3
means the Gauss' notation, for JL
takes only the integral values.
Taking a sequence {cx

λ
, ̂χ))Γ=ι€^(P

converging to a iκ>int Cί, ̂ ί
in If , these assumptions (7), (8)
tell us that

y,
for every

but since all <K*^ Ĉ > >9
polynomials of x , ̂  ,

y does not depend upon

are

and since

and X , we have, by tending X. to

for every

This means that l^Λl^ ΐβϊ ±β
and N ^ Λ > = V , which proves
that (7) is closed in XJ .^

Therefore our system of functions
ΐΛ<*,2ί, MCX>3)> satisfies the

conditions of Lemma 3 in a open set

and, by Lernraa 3, we have an open
neighborhood

(10) V: Ix- κ ^ p , l * ^ t l < f

contained in W , in which iC^c,^)
and JH(X/#) are bounded. Thus,
we have obtained a positive integer
Z , and a positive number M

such that

for and

a n d t h e n we h a v e f r o m ( 3 > , ( 6 } , ( 9 )
a n d ( 1 0 ) ,

( 1 2 )

for

where
a n d I^ H I^i]

Next we consider the mixed terms

ΎL
 *£.£ Putting

~Γb - 4 *

(13) j ™7

we h a v e X*rom ( 6 ) ,

j = °ίΛ (*.» - «ί n ^ ex, y) ;

l'or Tn., n i l , and so by (11),
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for

The teî ms with nn, ,TL ^ }i in (4)
are only finite numbers, and so,
summing up (12) and (15), we finally
obtain the estimation

in

Now, by the Cauohy
f
s coefficient-

estimatlon, wo easily have:

ĵ emrna 4. If a polynomial

i

i s |pcx?|<. 1 In a c i r c l e | X - * i |
we have [αc| < C > where C i s a
constant depending only cm Si > f
and I x 1 |

Proof. Putting

we have

»ι ?i

and then

wax C 1*11*, 0

Applying Lerama 4 to (13) with
(14) we have

(15)

< c
for

(16) 1«**| <K/|3C
1
Γlϊ

1
Γ

for all tn
f
7v — 0,1,2, - - , where

l^o|<|Xi| and 1^1 < |^ι| . There-
lore the original power series (4)
converges absolutely and uniformly
in lxlί£i*o| , Xi\^\%\ by Lemma
2, which proves our Theorem comple-
tely.
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