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Cohomology groups for recurrence relations and

contiguity relations of hypergeometric systems

By Katsunori IwASAKI
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Abstract. We develop the theory of cohomology groups for recurrence relations,
based upon the asymptotic analysis of finite difference equations carried out in a previous
paper. We apply it to compute the Gevrey extension groups of the Z-modules associated
to some confluent hypergeometric systems. In those applications, recurrence relations
appear as contiguity relations of hypergeometric systems.

Introduction.

In this paper we shall develop the theory of cohomology groups for recurrence
relations and apply it to compute the Gevrey extension groups of the Z-modules asso-
ciated to some confluent hypergeometric systems.

At this stage, it is not so easy to explain in a few words what we mean by the terms
“cohomology groups for recurrence relations”, and developing the theory without
giving a motivation might appear somewhat too abstract even to the specialists of hy-
pergeometric functions. Thus it would be better to begin with applications to confluent
hypergeometric systems, with emphasis on particular examples, so as to motivate the
reader to follow the general theory. In those applications, recurrence relations will
appear as contiguity relations of hypergeometric systems.

The main theorem of this paper will be stated in §8 (Theorem 8.6). Roughly
speaking, what we shall do in this paper is to associate to each contiguity relation a
cochain complex, called the harmonic complex, which is expected to be useful in
studying hypergeometric systems. then presents a quite explicit formula
for the harmonic complex.

1. Contiguity relation.

A characteristic feature of a hypergeometric system is that it admits a contiguity
relation with respect to a parameter. Here a contiguity relation, or more precisely, a
contiguity operator is a (differential) operator sending the solutions of a hypergeometric
system with a given parameter into those with parameter shifted by one. In what fol-
lows we use the notation: 0, = d/dx, J, = x0,, etc.

2000 Mathematics Subject Classification. 33C99, 39A12.

Key Words and Phrases. recurrence relations, hypergeometric systems, contiguity relations, Gevrey
extension groups.

This research was partially supported by Grant-in-Aid for Scientific Research (No. 12440043(B)(2)), The
Ministry of Education, Culture, Sports, Science and Technology, Japan.



290 K. IwASAKI

ExampLE 1.1. Let us consider the Kummer confluent hypergeometric equation:
L(c)f = {x82 + (c — x)d, — b} f = 0. (1.1)

If one sets P(c) =1+ (1/c)dy, then there exists a commutation relation:

So if f is a solution of L(c+ 1)f =0, then g = P(c)f is a solution of L(c)g =0. Thus
P(c) is a contiguity operator of (1.1) with respect to the parameter c.

For our purpose, however, it is more convenient to transform (1.1) into a system
0%(c)u = 0 for the vector-valued function u = *(f,d,f), where

o (0 -1
Q(C)_<—b 5x+c—x)'

Then the contiguity relation for (1.1) is expressed by a commutative diagram:

0 c
0 —— o) Z opr —— o

‘/PU(C) J{PI(C) (12)

0(,‘
0 —— o) 29 o)y —— 0

where (D) denotes the set of holomorphic functions on a domain D < C, and

#0= (e o) 0= (e )

An advantage of this expression is that the operators P°(¢) and P'(c) are matrices of
functions, not of differential operators.

It may be interpreted that in diagram 1.2}, the horizontal sequences give a solution
complex of the Z-module associated to the differential equation (1.1), while the vertical
arrows yield contiguity operators. With this interpretation, we give another example
which is somewhat more involved.

ExampLE 1.2. Consider the Humbert confluent hypergeometric system ([4]):

{Ll(c)f = {x02 + y0,0, + (¢ — x)0, — b1 }f = 0;

Ly(c)f = {p0; + x0:0y + (¢ — y)@, — by} f = 0. (1.3)

Then it turns out that (1.3) has a contiguity relation:

0%(c+1) Q' (e+1)
R — E—

0 —— o)° o(D)’ oD —— 0

J{Po(c) lPl((:) le((:) (14)

()C lc
0 —— o) 2% opy® 29, o)} —— o,
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where D is a domain in C?, and the operators P(c) and Q'(c) are given by

1 x/c v/c 0 0 0
bi/c x/c 0 0 0 0
P(c) = by/c 0 y/c 0 0 0
0 | (1+51)/c 0 x/c 0 0
0 | by/2e)  B/CO 0 (x+3)/C20) 0
0 0 (I+b2)/c O 0 y/e
1 0 [ x/c O y/ec 0 1/c O 0
0 1 0 x/c 0 y/e 0 1/c 0
bifje 0 | x/c 0 0 0 0 0 0
0 b/e| 0 x/c O 0 0 0 1/(2¢)
P =t 0] 0 0 yc 0 0 0  —1/20)
0 byfec| O 0 0 y/ec O 0 0
0 0 0 0 0 0 x/c O —y/(2¢)
0 0 0 0 0 0 0 y/c x/(2¢)
0 0 0O 0 0 0 0 0 (x+y)/Q0)
1 | 1/e 0
PXe) = | (bix+boy)/c | (x+1))c —1/c
(b +b)xv/e | xwje 0
Ox -1 0 0 0 0
0y 0 -1 0 0 0
0 Ox 0 -1 0 0
0 0y 0 0 -1 0
@y= o | o @& 0 -1 0
0 0 0y 0 0o -1
—by | c—x 0 by y 0
—b» 0 c—y O X y
0 —b, by 0 x—y O
0y  —0y 0 1 —1
0'(c)=1| —b, b X0, —(x—x+0) S, —y+e
—byx by | x(6,+by) —y©Ox—x+c—5b) x(0,—y+c—by)
0 0 0 0
—y0y 0y —0y 1

—y(0O0x+b1) 6,+by —(0x+b1) Ox+0,+c¢

It can be seen that the horizontal sequences in give a solution complex of the
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Z-module associated to the differential system (1.3). We have obtained the contiguity
relation [1.4) with the help of computer algebra system KAN ([II]).

Taking Examples 1.1 and 1.2 into account, we make the following definition.

DerINITION 1.3. A contiguity relation of a Z-module .# = .#(c) with a parameter
¢ 18 a commutative diagram:

e (e 2,
O (Q(D)I’ﬂo Q (+1) @(D)Wll Q (+1) (Q(D)mz Q (+1) L.
lp(’(c) PLe) P(c) (1.5)
0 c 1 ¢ 2 ¢
0 —— o)™ L oym L oy 2L

such that the top (resp. bottom) sequence gives a solution complex of .#(c+ 1) (resp.
M (c)) with values in ((D), where P'(c) are matrices of functions, while Q'(c) are
matrices of differential operators.

2. Lattice.

We continue to begin with examples. Assume that ¢ is not an integer, and
set

Plg = Pi(c_n);
{ = Q' (c—n), (neZ). 21

Then Examples 1.1 and 1.2 lead to the following:

ExaMmpLE 2.1. The contiguity relation [(1.2) induces a commutative diagram:

0
0 —— 0(D)? -2 o(D? —— 0

Po P!

0
0 —— 0(D)? -2, 0(D)>

.0

0 1
n+1 Pn+l

0

0 —— OD)* =5 ¢(D)

ExaMPLE 2.2. The contiguity relation induces a commutative diagram:
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0 1

0 —— o)° =% o)’ =% o) —— 0

Py P, Py

6 O 9 O 3 2.3
0 —— 0D)°* —— o)’ — 0D —— 0 (23)

P)(z)+l P:H»l P3+1

We would like to abstract some common features from these examples. First we
notice that the spaces ((D)?, ¢(D)°, etc. appearing in [2.2] and (2.3) are complete,
locally convex spaces, with the topology of uniform convergence on every compact
subsets in D, with respect to which the (matrices of) differential operators Q! are
continuous, i.c., bounded. Next the fact that the contiguity operators P! are matrices of
functions, not of differential operators, can abstractly be stated as the condition that they
are strongly bounded. Here a linear transformation P of a locally convex space U is
said to be strongly bounded if for each semi-norm |- | on U, there exists a constant M
such that |Pu| < M|u| for any ue U. (Compare this with the mere boundedness defined
by the condition that for each semi-norm |- |, there exist a constant M and another
semi-norm | - || such that |Pu| < M|ju|| for any ue U.) Finally, we recall that the
horizontal sequences in (2.3) are cochain complexes, i.e., 0} Q% = 0.

These observations lead us to consider a general commutative diagram:

Ui—l Ui Ui+1 X
Pt P, P
i—1 i
Ul—l O U? On UH-I (24)
i—1 i i+1
PriJrl PI§+1 lII+l
Qi—l i
. Ui_l n+1 Ul n+l UH_I

where U’ is a complete, locally convex C-linear space; P! is a strongly bounded linear

transformation of U’; Q! : U' — U™! is a bounded linear operator, and the indices i
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and n range over all integers Z. Assume that each horizontal sequence in is a
cochain complex, i.e., Q7' Q! =0. Thus represents an infinite sequence of mor-
phisms of cochain complexes, which will be referred to as a lattice. Note that the
contiguity relation induces a lattice [2.4) with U’ = @(D)"™ (i >0) and U’ =0
(i <0).

3. Basic assumption.

To set up a basic assumption (Assumption 3.1) on the operators P! and Q! in [2.4),
we introduce some notations. First, given a locally convex space U, let B(U) denote
the space of strongly bounded linear transformations of U. To each semi-norm |- | on
U, one can associate a semi-norm of B(U), denoted by the same symbol |- |, in the
following manner: For each P e B(U), let |P| be the infimum of those constants M
which satisfy |Pu| < M|u| for any u € U. These semi-norms provide B(U) with a locally
convex topology. Throughout this paper, B(U) is understood to have this topology.
Secondly, for locally convex spaces U and U’, let L(U,U’) denote the set of all
bounded linear operators of U into U’ (no topology on L(U, U’) will be necessary in
what follows). Finally we introduce (inverse and direct) factorial monomials:

(=)' - 1)

(x); = (x=Dx=2)---(x=j+1)
T x(x+ D) (x+2) - (x+j-1) )

(=1)/(j = 1)!

for je N, with the convention (x), = {(x)>y =1. Note that they satisfy

Ly =t

(x)j —(x— 1)]' = (x)j_la = Lx =15 =<xpy-

AsSUMPTION 3.1.  Assume that the operators P! and Q! in admit the follow-
ing factorial expansions:

Pi~ > PY(n-c); in BU", (3.1)
j=0

0,=> Q"n—¢y; in LU, U™, (3.2)
=0

with some ce C\Z, where N' is a non-negative integer, P/ ¢ B(U') and Q" e
L(U, U™, By (3.1), we mean that for every positive integer k € IV,

k
Pi=> "PY(n—c);+0(1/n*") as n— 4o
=0
in the topology of B(U'). Assume that each U’ admits a direct sum decomposition:

U'=U;@ U, (3.3)

with some closed subspaces Uj, Ul of U'. Let X': U' — U} and Y': U' — U{ denote
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the associated projections. Assume that the leading coefficients P“? and P"! in the
asymptotic expansion (3.1) satisfy the conditions:

XiPi7OXi — Xi, XiPi’O Yi — 0’
o S (3.4)
YlPl,()Xl — 07 XIPI,IXI = 0.
Finally let Z' € B(U|) be defined by
Zi=Y' Pyl (3.5)
and assume that there exists a constant p’ with 0 < p’ <1 such that
1z <pf (3.6)
for every |-|e ./, where A" is a system of semi-norms defining the locally convex

topology of U'.

Note that condition (3.6) implies that the operator I} —Z' has the inverse
(I, —z)™" in B( U}), where I, denotes the identity operator on U/. We shall check
that Assumption 3.1 is satisfied for the operators in Examples 2.1 and 2.2.

2

ExaMPLE 3.2. Consider the lattice [2.2]. Then we have U°= U' = ¢(D)” and
U’ =0 otherwise. The operators P! and Q! in have factorial expansions:

n

1 0 0 x

PO = PO POy —¢), = (0 0) + (b x>(n_ )1 (3.7)
1 0 0 1

Pnl:Pl’O—l—Pl’l(n—C)lz <0 O>+<bx x)(n—c)l, (3.8)

0y  —1 0 0
Q’?:QO,O+Q0,1<n_C>l:<i’b 5x—x)+<0 1><n—c>1. (3.9)

For (3.3), we take the standard decomposition U’ = Ui @® U} with U] = U] = O(D),
the associated projections X' : U’ — U} and Y': U’ — U/ being given by

X"_<(1) 8), Y"_<8 ?) (i=0,1). (3.10)

As for the operator Z' in (3.5), we have Z' = 0. With these data, all the conditions
in Assumption 3.1 are satisfied.

EXAMPLE 3.3. Consider the lattice (2.3). We have U° = @(D)®, U' = 0(D)’,
U? = ¢(D)’ and U’ =0 otherwise. The operators P/ and Q! in (2.3) have factorial
expansions:

P=P+Pln—c), 0)=0"+0" n—cy,

where
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(3.13)
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Oy -1 0 0 0 0
o1 0 -1 0 o0 o0
0o 0 -1 0 0
ola 0 0 -1 0
=10 1]l0 & 0 -1 0 (3.17)
olo & 0 0 -1
b | —x 0 Xx v 0
-b,| 0 -y O X y
0 —b2 b] 0 X =y 0
0/0 O 0 O O
00 O 0 O O
00 O 0 O O
0[O0 O O O O
0"'=]10l0o 00 0 0 (3.18)
0/0 O 0 O O
O[1 0 O O O
0[O0 1 O 0 O
0/0 O 0 0 O
0 0| 0 1 1
0" =1 —p, b X0, —(Sx — x) Sy —y
—byx by | x(0,+b2) —y(Ox—x—br) x(6,—y—by)
0 0 0 0
— 10, 8, — 0y 1 (3.19)
—y(0x+b1) Oy +by —(0x+b1) Ok 4y
0 O | O 0 0 0 0 0 O
0"'=10 00 -1 1 00 0 0 (3.20)
0 0[]0 —y x 0 0 0 1
For (3,3), we take standard decompositions U’ = Uj @ U/, with
Up = o(p): UP = 0(D)%
Ul = oD U} = o(D)' (321)

U2 = 0(D); U = 0(D)>

As for the operator Z' in (3.5), we have Z' = 0. With these data, all the conditions
in Assumption 3.1 are satisfied.

In Examples 3.2 and 3.3, the operators Z' defined by (3.5) were the zero oper-
ator. However, the contiguity relation in ¢ of the Gauss hypergeometric equation:



298 K. IwASAKI

L(c)f == {x(1 -2 ) +c—(a+b+1)x|0x —ab}f =0

would give an example with non-zero Z' ([6]). In those examples (including the Gauss
equation) the expansion (3.2) is of order N'=1. An example with N' =2 will be
given in Example 9.4. There are an abundance of examples fulfilling the conditions of
Assumption 3.1.

We shall eventually work with Assumption 3.1, though intermediate assumptions
(Assumptions 5.1 and 6.1) will be introduced in the course of the discussion. In par-
ticular, our main theorem will be stated under Assumption 3.1.

4. Mapping cone.

Let us rewrite the lattice more concisely by introducing some sequence spaces
and relevant linear operators. Let

Vie{v'=W):u e U ul =0 (n<0)} (4.1)

denote the linear space of all infinite sequences v’ = (u!) ., in U’ such that u! =0 for
every sufficiently small ne Z. We refer to V7 as the formal sequence space associated
to U', since the behavior of a sequence in V' as n — +oo0 can be arbitrary. (We will
later encounter some linear subspaces of V'’ whose elements are characterized in terms
of certain asymptotic behaviors as n — 4+o0. See §7.)
Let T: V' — V' be the translation (or shift) operator defined by
(Tv"), = u! for v’ = (u)). (4.2)

n—1 n
The collections of operators (P!), ., and (Q!),., define “term-wise” linear operators
P :VisViand Q' : Vi — Vi*l by
(P'v"), =P, (Qv'), = Qlu’ for v' = (u). (4.3)
Let F': Vi — V! be a linear endomorphism defined by
F'=1-P'T, (4.4)
where I is the identity operator on V. Then F' becomes an isomorphism, since the

equation Fi¢’ = v’ or more explicitly, the finite difference equation:

{ Plnl+un (HEZ);

#i =0 (<) (42)

admits a unique (formal) solution ¢' = ¢'(v') € V! for each v’ e V',
The commutative diagram now induces a commutative diagram:

Qz 1 Qi
_—

-—>Vi_1 —>V’ Vi-i—l_).”

R »

QI 1 Qi

RN Vifl =z Lyl = Vi+l - ...

Let V' denote the horizontal sequence in (4.6). Since each horizontal sequence in
is a cochain complex, V is also a cochain complex and the vertical maps F' yield an
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endomorphism F : V' — V of cochain complex, which is in fact an isomorphism, since
so is each F': Vi — V',
Consider the mapping cone W of the endomorphism F:V — V. By definition,
wh=vievr, (4.7)
and the coboundary operator D' : Wi — Wi*l is represented by the matrix:
. —0' 0
D= < o Q”), (4.38)

where each element w’ = v’ @ vi~! e W' is identified with the column vector w’ =
‘(v!,v"=1). Since F is an isomorphism, its mapping cone W is cohomologically trivial.

A more interesting situation occurs when one considers a collection (77),_,, where
ecach 7' is a linear subspace of V', such that

T and P’ keep 7' invariant, and Q' maps 7"’ into 7 !, (4.9)

Then the commutative diagram restricts to a subdiagram:

i-1

. n;/i—l 4[/‘[ 0’ n/i—&-l .
Jpzl lp‘ lp‘ﬂ (410)
o il L a L) ol

Namely, one obtains a cochain subcomplex 7~ of V, along with an endomorphism
F:v — 9. One can now speak of its mapping cone ¥

W=y (4.11)

with the coboundary operator D' : %" — # ! defined by [4.8) In general, ¥ is not
necessarily cohomologically trivial, since the endomorphism F: 7" — ¥ is not neces-
sarily isomorphic; it remains to be injective, but may not be surjective. Thus computing
the cohomology groups H'(#") could be an interesting problem. We shall see this by
taking 7"’ to be the space of rapidly decreasing sequences or a Gevrey sequence space
(for the definition of these spaces, see §7). To distinguish W from ¥, we refer to W as
the formal mapping cone.

A few words here should be in order as to the reason why it is important to
consider mapping cones. As before, we explain this with an example.

ExampLE 4.1. The Kummer confluent hypergeometric equation (1.1) and the Hum-
bert confluent hypergeometric system (1.3) are closely related to each other through the
contiguity relation (1.2), where the parameter b in (1.1) is assumed to be the same as
the parameter b; in (1.3). More precisely, it may be said that the Humbert system (1.3)
is obtained as the mapping cone of the contiguity relation of the Kummer equation

(1.1). To explain what we mean by this, let us consider the formal mapping cone W:
0— w2 w2y o, (4.12)

arising from the lattice [2.2}, which in turn arises from the contiguity relation [1.2]. Let
M be the Z-module associated to the Humbert system (1.3). Then it turns out that
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(4.12) represents the solution complex RHomgy(.#,% ), where Z = O(D)((1/y)) is the
ring of formal Laurent series in 1/y with coefficients in (D). Indeed, there is an
isomorphism of complexes:

0—>I/VOLO>VV1 —>W7—>0

P

. v v
0 —— 79 — , 79 — 0,

where V and V! are given by

Oy -1
Vo — —by Oy +5y+c—x
0y + €)0y — (6 + b2) x0y ,
bléy Xay — 5}/ — bz
vi— <((Sy +¢)0y — (0y + b2) 0y —0x 1 )
blay xﬁy - (51 + bz) by _<5x -+ 5}7 +c— x) ’

and the bottom sequence in is easily seen to be a solution complex of .# with
coefficients in #. Moreover, the vertical maps in (4.13) are given by

JO Wb - 792, (fo) = f = chfn(x)y_”;
Jw! = g—@4 (Ggn) — g := chAnﬁl(x)y_n;
W= 792 (h) — b= Zc,,Bnﬁ(x)y_

with diagonal matrices A, := diag(l,1,n —by,n —b>), B,:=diag(n —br,n—by) and
constants:

(=1D)"(n— 1)1 —¢,n) '

A=) (n>1);
cni=11 (n=0); (4.14)

(by, —n) b

[t n=-b
where (c,n) is the Pochhammer symbol defined by
Jele+1)(c+2)---(c+n—1) (neN);

(¢,n) :== {1 (n=0). (4.15)

If formal sequence spaces (V) are replaced by a collection (¥°') of subspaces
satisfying (4.9), then restricts to an isomorphism of complexes:

0 — ,,Wﬂ() LO) %rl Ll) ,%/‘2 0

J"’ P Jﬂ (4.16)

0 1
0 — 4@ YV, go4 Lg®2—>0,
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with some subspace ¥ < &%, which in turn induces an isomorphism:
H' (W) =~ Bxt,(M,9). (4.17)

If (77') is taken to be a collection of Gevrey sequence spaces, then % will be a space of
formal Gevrey functions in 1/y. (See §9 for a rigorous statement.) Thus computing
the Gevrey extension groups EXt’Q(% ,%) of the Z-module associated to the Humbert
system (1.3) is reduced to computing the cohomology groups H'(#") of the complex
" arising from the contiguity relation of the Kummer equation (1.1). This fact
illustrates the necessity of dealing with the mapping cone (4.11); it is of particular
importance to find out how to compute its cohomology groups.

Similarly, one can check that the Humbert system in three variables ([1], [3]):

Li(e)f = {x0 4+ y8,0, + 20,0, + (¢ — x)dy — b1 } f = 0;
Ly(c)f :={p0; + 20,0 + x0,0, + (¢ — y)0y — b}/ = 0; (4.18)
Ls(e)f = {202 4 x0.0, + y0.0, + (¢ — 2)0. — b3} f = 0,

arises as the mapping cone of the contiguity relation of the Humbert system in two
variables (1.3). It often occurs that a confluent hypergeometric system is obtained as
the mapping cone of a contiguity relation of another hypergeometric system. This
phenomenon will be discussed more systematically elsewhere.

5. Harmonic complex.

Let (#"") and # be as in Section 4. We shall consider how to compute the
cohomology groups H'(#") of the complex ¥ . In order for this problem to be
tractable, some other conditions than (4.9) should be imposed upon the collection (¥7).
To state them (Assumption 5.1), we introduce two linear subspaces V' and V] of the
formal sequence space V. Let ¥,/ denote the space of all convergent sequences v’ =
(u!)e V' as n — +oo. Then the limit operator:

lim: V' — U, o'+~ lim u
n—=400
is a well-defined linear operator. Let Vj :={v' e V/:lim v’ = 0} be the space of all
sequences converging to zero. Recall that the operator F': Vi — V' in (4.4) is an
isomorphism, whose inverse, or the resolvent operator, is denoted by

R =(FHY' . vi- v (5.1)

AssUMPTION 5.1.  Assume that (#"') satisfies the following conditions:

(A1) T and P’ keep 7' invariant, and Q' maps ¥’ into ¥ 1;

(A2) 7" is a linear subspace of V;

(A3) R maps 7" into V;

(A4) for any v'e v, if Riv' e V{, then Rivie v

We remark that (A1) is nothing other than (4.9). In view of (A2), condition (A4)

asserts that for any v’ € 7', one has R'v € ¥ if and only if R'v' € V{. Our purpose
in this section is to establish the following theorem.
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THEOREM 5.2. Under Assumption 5.1, there exist a cochain complex C and a quasi-
isomorphism 7 : W — C such that C' is a linear subspace of U'™!:

i-1 D i D il
J(ﬂil J{nz Jﬂm (52)
. di-! . i .

RN Cl—l -~ ., ¢t £ CH—I ...

By this theorem, we have an isomorphism H'(r) : H' (%) =~ H'(C) of cohomology
groups, and hence the computation of H'(%") is reduced to that of H'(C). We now
notice that C? is much “smaller” in size than %', since C' is a subspace of U™, while
W' is a space of infinite sequences of vectors in U? @ U’~'. This can most clearly be
seen when each U’ is a finite-dimensional linear space. Indeed, in this case, C is a
cochain complex of finite-dimensional linear spaces, while %" is a cochain complex of
infinite-dimensional linear spaces. So it is expected that computing H'(C) is much
more accessible than computing H'(#") directly. The complex C will be called the
harmonic complex.

The rest of this section is devoted to the proof of [Theorem 3.2, which will be
completed only after [Lemma 5.3. Let us introduce an operator:

pli=1lmR : ¢y — U, (5.3)
which is well defined by virtue of (A3). We define C’ by
Cl:i=Imp~! = {plvi=t vt ey ™1 (5.4)
The coboundary operators of C are defined in the following lemma.

LeEMMA 5.3. There exist unique linear operators d': C' — C™! that make C a
cochain complex and the following diagram commutative:

) i-2 . i—-1 .

o yri2 Q_> ori=l Q_> ol L
inZ inl J(pt (55)
o1 d"! ' d' i+1

st L, o Lol L

ProoF. By (5.4), p!': v — C' is surjective, that is, for any ¢’ e C', there
exists an element v'~!' € ¥"=! such that ¢/ = p’~'v'"!. We define d': C' — C™!' by

dich:=p'Q="v""". (5.6)

This is well defined, namely, p'Q"~'v"~! is independent of the choice of vi~!. To
see this it is sufficient to show that if v'~'e ¥ ~! satisfies p™'v'! =0, then
plO=wi=1 = 0. Since lim R'p'~! = pi~1y=! =0, (A4) implies R~'v"~' e ! So
(A1) vyields Q" 'R='wlevy’ and (A2) implies limQ"'R~'vp""! =0. Hence
plO~wl = lim R'Q"1vi~! = 1lim Q""'R*~1v"~! = 0, where we have used the commu-
tation relation:
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RiQi—l — Qi_lRi_l, (57)

which follows from [4.6] and (5.1). Therefore d': C' — C™!' is well defined. The
commutativity of immediately follows from the definition (5.6) of d’. Since the
top sequence in is a cochain complex and the vertical arrows there are surjective,
the bottom sequence is also a cochain complex. The uniqueness of d’ is clear. The
proof is complete. |

We proceed to define a morphism z: # — C of cochain complexes. Let
g Wi =iyt 5yl (5.8)

be the projection down to the second factor. Consider the diagram:

i D[—l R D[ "
-—)"//11 o %Wl+l—>-“
ql—l qi qi+1
i-2 f i-1
, yi=2 Q , il 0 , (5.9)
i-2 i—1 i
r 4 4
. di-1 . di .
RN Ci—l L . _° CH—I ...

The lower half of (5.9) is just the commutative diagram (5.5), but the upper half is
generally non-commutative, and so is the total diagram (5.9). Nonetheless, one can
show the following weaker version of commutativity:

Pigt DI = pioilyl. (5.10)
Indeed, it follows from [4.8), (5.1) and (5.8) that for any w' =v' @ v~ e W7,
(Rig™' D' — RIQ ¢/ )w' = vl e ¥,
Applying the limit operator on both sides and using (A2), we obtain (pig™'D'—
pi0=1g")w! =limv’ = 0. This proves (5.10). We now define 7’ : #' — C’ to be the
composite of the two vertical homomorphisms in (5.9), i.e.,
= plgh. (5.11)

Then (5.10), together with the commutativity of [5.5), shows that the diagram is
commutative, namely, 7 : # — C is a morphism of cochain complexes.

To establish [Theorem 5.2 it only remains to show that n: % — C is a quasi-
isomorphism. In what follows, Z/(4) and B'(4) denote the i-th cocycles and the i-th
coboundaries of a cochain complex A, respectively. We now need two lemmas.

LEMMA 5.4. =’ :Z{ (W) — Z'(C) is surjective.

PrOOF. Since p~!: ¥ 7! — C' is surjective, any z' € Z(C) is written z/ = p*~1p’!
with some v~!e ¥ "' Since z'e Z!(C), the commutative diagram yields
p'O~'v=! =0. Hence (A4) implies R'Q" v~ € #"'. We claim that if we set

M/i — (_RiQi—lvi—l) @ Ui—l e %/-i — n/i @ nﬁ‘i—lj
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then w' e Z/(#") and n'w’ =z, Indeed, using [4.8), we obtain

o -0 0 —RIQI=1yi!
D'w' = < Fi Q! i1
QiRiQiflvifl
= <_FiRiQi—lUi—1 4 Qi—lvi—l>

B Ri+lQiQi—lvi—l B 0
T _Qi—lvi—1+Qi—lvi—l o 0/’

where we have used (5.1) and (5.7) in the third equality. This means that w' e Z/(%").

Moreover, (5.11) leads to n'w’ = p™~lg'w’ = p"~1v'~! =z, Hence =’ : Z/(W") — Z'(C)
is surjective. The proof is complete. O
LEMMA 5.5. For any w' e Z'(W"), if n'w' e B(C), then w' € B'(W").

PrOOF. Since p2:v"2 — C! is surjective, it follows from zn'w’e Bi(C)
that there exists an element v'~2 € ¥'"=2 such that n'w’ = d"'p"2v’"~2. The commu-
tative diagram yields #iw’ = p=1Q=2p=2. If we write w!=0v' @ vi~!, then
niwl = p=lpi=! and hence p~'(vi~! — Q2 2)=0. It follows from (A4) that
R='(v"=1 = Q" 2v) e v"~!. In view of this, we claim that if we set

Wil = R = 0% @ o e Wi — i @
then D"~'w=! =w'. Indeed, since w' =v' @ v~ e ZI(W"), leads to

i (=0 0 ot _ —Q' _(?
D'w' = < Fi QH> (UH) - (Fivi+Qi—lvi—l> - <0>7

the second component of which yields Fiv' = —Q"~'v"~!. Applying R’, we have
vl = —R'Q1pi! (5.12)
Using (4.8) again, we obtain

Di-lypi-1 — (-Qi—l 0 )(Ri—l(vi_l B Qi_zv’_z))
Fi-l  Qi=2 pi=2

_Qi—lRi—l (Ui—l o Qi—Zvi—2)
= <Fi—1Ri—l(Ui—l — Qi) ¢ Qi—ZUi—2>

_ _RiQi—l(Ui—l _ Qi—2U5—2)
Ui—l . Qi—ZUi—2 + Qi—ZUi—2

_RiQi—lvi—l Ui )

i

g i1 = i1 = W N
v’ v’

where we have used (5.1) and (5.7) in the third equality, and [5.12) in the fifth
equality. This means that w' e B(#"), and the proof is complete. |

We are now in a position to complete the proof of MTheorem 5.2
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PrOOF OF THEOREM 5.2. As was mentioned previously, it only remains to
show that 7: % — C is a quasi-isomorphism, that is, the induced homomorphism
Hi(n): H(#) — H'(C) is an isomorphism. But Lemmas 5.4 and immediately
imply its surjectivity and injectivity, respectively. The proof is complete. O

6. Formula for the harmonic complex.

Under Assumption 5.1, we were able to reduce the computation of H'(#") to that
of H'(C). Our next task is to try to describe the harmonic complex C as explicitly as
possible. For this purpose, however, we require some conditions stronger than those
in Assumption 5.1. To state them (Assumption 6.1), recall that R’ is the resolvent
operator of the finite difference equation Fi¢’ = v, namely, its (formal) solution is given
by ¢' = R'v. Hereafter we write

$'(v") = R'v" with ¢'(v) = (¢(0"))c 2. (6.1)

In addition to the factorial monomials (x);

v, = (=1)/(j— 1)
I x(x=1)(x=2)---(x—j+1)’

and {x); introduced in §3, we set

for je N, with the convention [x], = 1.

ASSUMPTION 6.1. In addition to (Al) and (A2) in Assumption 5.1, we assume:

(B1) there exist linear operators @' : ¥ — U’ and Y™/ : U/ — U’, where Uj is
the image of @', and a constant ¢ e C\Z such that for any v’ e 7"/, the
following factorial asymptotic expansion holds as n — +oo:

J=0

where ¥"?: Ui — U’ is the inclusion operator;
(B2) R’ maps 7 into ¥/, where ¥ :={v' ey : dv' =0};
(B3) there exists a factorial expansion:

Ni
0l => 0"n—cy, in LU, U™
=0
Note that (B3) is nothing but (3.2) in Assumption 3.1. We observe that Assump-
tion 6.1 implies Assumption 5.1. Indeed, if (B1) holds then for each v’ e ¥/, ¢, (v’) —
@'v' as n — 4oo. This shows that (B1) implies (A3), and moreover that the operator
pl:v"— Ul in (5.3) is given by

pl=a (6.2)

Under condition (B1), it is easy to see that (B2) implies (A4). Thus Assumption 5.1
implies Assumption 6.1. Our aim in this section is to establish the following:
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THEOREM 6.2. Under Assumption 6.1, the complex C in Theorem 5.2 is given by
C'=U"=Im@ :v" - U,
N (6.3)

Ql 10_|_ZQ1 IJZTI lk

The rest of this section is devoted to the proof of MTheorem 6.2, which will be
completed only after Lemma 6.4. The formula C'= Ui~! in is an immediate
consequence of (5.4), (6.2) and (B.1). So we have only to derive the formula for
d': C'— C™ in [6.3)]. We first notice that for any u'~!'e C' = U/,

diui—l _ III_P Ql 1 pi— 1(01 1>’ (64)
where v~ € ¥"~! is any element such that »~! = @~'p"~!. Indeed, by (5.6) with ¢’

replaced by u'~!, we obtain

diu=! = plQi=lpi-l = limRiQi—IUi—l

zliin_lRi_lvi_l = lim Q (v’ 1),

n—+C

where we have used (5.7) in the third equality. To evaluate the right-hand side of
(6.4), we require two lemmas.

LEMMA 6.3. For each v'=' € ¥"'""!, we have an asymptotic expansion:
. . . Nl#l j . . . .
Q;’Z_1 ,’1_1(17’_1) = Z Z Q- pimtkyi=Tey cyiln — ¢l +o(1) (6.5)
=0 k=0

as n— +ow in U,

ProoF. We set u'~' =@ 'v""'. By (Bl), there exists an infinite sequence
e U™! such that ¥ '¢, — 0 in U"! as n — +oo, and that

Ni—l
1) = <Z izl c]k> u e, (6.6)
=0

Applying the expansion Q-1 = Z]].V:i; Q" 1{n—cy; in (B3) to (6.6), we obtain

i—1

N J
,’1_1(}5,1 Z QL= =, cyiln — ¢y + o,
j=0 k=0
where o, = f, + 7, 1s given by
Nt k-1
= 2 5 =0l = d @y
=1 j=0

Nz 1<n C> - ) -
Vn = Z aNT Nl ~ - o' 1"'](nN 811)'

=0
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To prove the lemma it is sufficient to show a, — 0. First, since {n—c);[n—c], — 0
for j=0,1,...,k—1, we have f, — 0. Secondly, since n¥ e, =0 and Q71 e
L(U', U™, we have Q" (n¥"'¢,) — 0. This, together with

n—cy  (=D"
i (N1 —1)!

5]’,]\/"*1 (jZO,l,...,Ni_l),
yields y, — 0, where J; denotes the Kronecker delta. Therefore we obtain «, — 0,

which establishes the lemma. ]

In view of [Lemma 6.3, let us consider an operator-valued polynomial:

i—1

=

J
> >0 T e — ol — oy (6.7)

k=0

T
[l

To simplify this expression, we introduce other factorial monomials:

x(x+1)(x+2) -.--(x—i-j— 1)
(=1)’!

for je N, with the convention {x}, =1. We need the following lemma.

’

{x}; =

LEmMMA 6.4.  The factorial monomials {x);, [x]; and {x}; satisfy the relations:

JZ((j]._l){ 2 (jeN,k=0);

i=1

<x>j[x}k = .
=Rk =D =1 . .
R () Gkenz b,
Proor. It follows from the definitions of <{x};, [x];,, {x}, that
k)\(k !
xplx] = U= (])El). D {x—j+1}, ., (Gzk=0,j=1), (6.8)

where a; := max{a,0}. For any non-negative integers m and k, we claim
k m
{x—=m}= > ( _){x}j. (6.9)
J=(k=m), k=i

Indeed, applying the generating series (14177 =" {x},/* to the equality
A+ =10+0"1+1)"", we have

kf;{x SO S (LD ST

=0 k=0

=3
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Comparing the coefficients of ¥ on both sides, we obtain (6.9). Finally, applying (6.9)
to (6.8), we establish the lemma. O

PrOOF OF THEOREM 6.2. We are now in a position to complete the proof of
Theorem 6.2, It follows from (6.4), and (6.7) that for any u'~' e C' = U/™!,

diu™' = lim G'(n)u"!. (6.10)

A——+00

(The existence of the limit is already established.) Applying to (6.7), we
obtain G'(x) =YV, G""{x —c},, with

. ' Ni—l ) ) / .
Q1—1,0T1—1,0+ Zl Qlflv.lkzl pi-Lk (p=0),
. J= =
G =
PSR D S P AL Gt FE R VP S )
2T R R k=T omm

Since G'(n)u’"! converges as n — +oc, the polynomial G(x)u’"! must be a constant,

ie., one has G'(x)u’~' = G"u"~! identically. Hence (6.10) shows that

dzuz—l — lim Gl(n)ul—l _ Gz,Ouz—l,
n—-+00

which completes the proof of [Theorem 6.2 O

7. Weighted sequence space.

As mentioned at the end of §3, we shall eventually work with Assumption 3.1. So
we are naturally led to the following problem.

ProBLEM 7.1. How shall we choose a collection (7°') so that Assumption 3.1
implies Assumption 6.1? Moreover, with such a choice of (7°"), describe the formula
(6.3) in Theorem 6.2 explicitly only in terms of the data given in Assumption 3.1.

A solution to this problem is taking ¥ to be the space of rapidly decreasing
sequences or a Gevrey sequence space with a suitable Gevrey index. To explain this
we begin with an (abstract) definition.

DerFINITION 7.2. A set 4 of infinite sequences of positive numbers indexed by n e N
is said to be a weight if the following conditions are satisfied:
(W1) for any a = (a,) € A, there is an element b = (b,) € A such that

n

L(a,b) :=limsup < 0;

n—+oo Apt1
(W2) for any ke N and a = (a,) € A, there is an element b = (b,) € A such that

kb
My (a,b) = limsupn L < oo;

n—+ow  dp

(W3) there is an element a = (a,) € A such that a, — 0 as n — +o0.



Cohomology for recurrence relations and hypergeometric systems 309

Let 4 be a weight. Given a locally convex space U, let V' = V(U) be the formal
sequence space associated to U, as was defined in (4.1). We denote by V; = V4(U)
the linear space of all sequences v = (u,) € V(U) such that [v|, < co for every semi-
norms |-| of U and every a € A, where

lv|, :=lim supM.
n—+oc  Up

The space Vy = V4(U) is referred to as the weighted sequence space with weight A
associated to U. We set V,/:= V,(U").

ExampLE 7.3 (The space of rapidly decreasing sequences). It is easy to see that
A={(n") :keN}, (7.1)

becomes a weight. The associated weighted sequence space ¥V, which will be denoted
by £/ =/(U), is referred to as the space of rapidly decreasing sequences associated to U.
We set /' :=/(U").

ExaMpLE 7.4 (Gevrey sequence space). Let s be a non-negative number, and
A < (0,00) be an open interval. Assume that if s=0 then 0 <inf 4 <1 (this con-
straint is put to insure (W3)); otherwise, inf 4 > 0 can be arbitrary. Then,

A=A 4:={(a"(n)7) ae A}, (7.2)

becomes a weight. The associated weighted sequence space V,, which will be denoted
by % 4=% 4(U), is referred to as the Gevrey sequence space with index (s,A)
associated to U. In particular, the number s is called the main Gevrey index. We
remark that %, 4 is a linear subspace of /. We set ?5;; 4 =% (U

The following proposition is a first step toward a solution to Problem 7.1.

PROPOSITION 7.5. Under Assumption 3.1, let v"' =V} with A any weight. Then
conditions (A1) and (A2) in Assumption 5.1 are satisfied.

To prove this proposition, we shall make use of the following lemma.

LEMMA 7.6. Let A be a weight. Then,

(1) the translation operator T keeps Vj invariant,

(2) let (P,) be a sequence in B(U) that is bounded as n — +oo. Then for any
v = (u,) € Vy, the sequence Pv:= (P,u,) belongs to Vj;

(3) for any v = (u,) € V4 and any non-negative integer k, the sequence ©:= (n*u,)
belongs to Vy;

(4) for any v= (u,) € V3(U) and Q € L(U,U’), the sequence Qv := (Quy) belongs
to Vy(U");

(5) any sequence v = (u,) € V4 converges to zero as n — —+oo.

Proor. Let v = (u,) be any sequence in Vj, a = (a,) any element in 4, and |- |
any semi-norm on U. By (W1) there is an element b = (b,) € 4 such that L{a,b) < co.
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|t

Tv| = limsu 1] = lim su
| 1], p p
n——+oo n n——+oc Ap+1 On

< L(a,b)|v|, < 0.

Thus Tv € V;, and hence assertion (1). Since P, is bounded in B(U) as n — +oo, there
is a constant M such that |P,| < M for every ne N. We have

|Pv|, = lim sup < limsup |P,| ]
n—+00 n n——+00 n

|Pnun|

< MJv|, < .

Thus Pv e Vj, and hence assertion (2). By (W2) there is an element b = (b,) € A such
that My (a,b) < co. We have

~ 18 |nku | n ‘un’
||, = limsup—— = hmsup < Mi(a,b)|v|, < c0.
n—+ow g n—+o  Up n
Thus & e V4, and hence assertion (3). Let |-|' be any semi-norm on U’. Since
Q: U — U’ is bounded, there exist a semi-norm || - || on U and a constant M such that

|Qu|" < M||u|| for every ue U. Then we have

) M
‘QU|:1 = lim sup—— |Qu n| msup—“unH

n——+o0 ay n—=+00 n

— Mloll, < .

Thus Qv e V4(U’), and hence assertion (4). Finally, assertion (5) immediately follows
from (W3). The proof is complete. O

PrOOF OF PROPOSITION 7.5. In we set U=U' and P, =P!. Then
[Cemma 7.6(1) implies that 7 keeps V, invariant. By (3.1) in Assumption 3.1, P!
is bounded in B(U') as n — +oc. It follows from [Cemma 7.6(2) that P’ keeps V//
invariant. To show that Q' maps ¥} into ¥;/™!, we make use of [emma 7.6(3) and
(4) by setting U = U', U' = U and Q = Q/, where Q*/ (j=0,1,...,N') are the
coefficients of the factorial expansion (3.2). It follows from [Lemma 7.6(3) that for any
v = (u,) € V{, the sequence ({n— c)u,) belongs to V/. Then [Lemma 7.6(4) implies
that the sequence (Q™/<{n— c)u,) belongs to V™. Since

Ni
(Q'v'), =Y 0" n—cHu,
=0
we have Q'v’e V™!, and hence Q' maps 7' into ¥ "*'. Therefore (Al) is proved.
(A2) is an immediate consequence of Lemma 7.6(3). The proof is complete. O

8. Main theorem.

We are now in a position to give a complete solution to Problem 7.1. To state it
(Theorem 8.6), we require some notations. We begin by introducing some operators
which will be used to describe the harmonic complex C explicitly.

DerINITION 8.1. With the notations in Assumption 3.1, we first set

i Jm=-Dm—-1,j—k—m

k+m—1) G—k—m) Lpr 0sk<) B

m=1
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where (c, j) is the Pochhammer symbol defined in (4.15). Using operators P];C defined
by (8.1), we next set

. . 1. . .
Aj = X"Pl g+ (I+;X’P”1>(Il =) I(Y’Pj}( — 01 Z') (0<k<j), (82)
where I and I; are the identity operators on U’ and on U/, respectively, J; being the
Kronecker symbol. Recall that, under Assumption 3.1, the inverse operator (I; — Z')™"'
exists in B(U'), and so A;k is well defined. For each finite set of positive integers
J={J1, )25+, Jx} With jj <jp <--- <ji, we finally set

Aj = Aj{kjk—lAj{k—ljk—z o 'Ajzjl Aj{10' (83>
ExamprLE 8.2. We illustrate Definiton 8.1 with the example arising from the
contiguity relation of the Kummer equation (recall the discussions in Examples

1.1, 2.1, 3.2 and 4.1). In this case, we are in a simple situation to the effect that (i)
P =0 for j>2 in (3.1) and (ii) Z' =0 in (3.5). Then reads

pi {(1/k+)Pi’l (j=k+1) (8.4)

*7 0 (otherwise),

where k* :=max{k,1}, and so (8.2) reads

i {(l/k+)(1 +(1/(k+ D)XPH(YPY) (j=k+1); (8.5)
Jk 0 (otherwise).
From the fact that A]’k =0 unless j=k+ 1, (8.3) implies
i = Al = A1 i And (= (K] ke N); (8.6)
J 0 (otherwise),

where [k] :={1,2,..., k}. Substituting (3.7), (3.8), (3.10) into (8.5), we have

? ?

L(bx/(kJrl) xz/(k+l)>7 n x (b/(k+1) 1/(k+1)>.

0
Ak-i—l,/c - J+

b ¥ k+1,k — k_+ b 1
(8.7)
By using these formulas, A["k] (i=0,1,k e N) can be computed as follows.
(b+1,k—1) (bxF/k x*1/k .
2 k—1 (i =0);
. {(k— D17 bt
Ay = (8.8)
: (b+l,k—1)vk<b/k l/k) (=1
{ke—pn* =\ b1 |

When trying to solve Problem 7.1 in a Gevrey setting ¥~ = gs’ 41> we have to impose
some conditions on the Gevrey index (s, A1), so that this attempt should be successful.
To state them (Condition 8.5), we make the following definition.

DrerFINITION 8.3.  With the notations in Assumption 3.1, let p’ be the smallest non-
negative integer j such that X'P"/ Y’ # 0; if there is no such j, let p’ = cc. We define
g' and r’ in the same manner by using Y'P*/X' and Y'P»/ Y' in stead of X'P"/Y!,
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respectively. (Here is an abuse of notation: p’ and ¢’ in this section are different
from those in §5.) Note that condition (3.4) forces that p’,¢q' > 1 and ' > 0. Let s
be a non-negative integer defined by
So 1= ml}l s', with s":=min{p’ +¢' —1,r'}. (8.9)
e
We remark that if U'=0 then X' =Y' =0, so that p' =¢' =r' = o0 and s’ = cc.
Thus the minimum above can be taken only over those i € Z with U’ # 0. The integer
so will be used to define an upper bound of addmissible main Gevrey indices (see
Condition 8.5).
Let 4" be a system of semi-norms defining the locally convex topology of U’

For each semi-norm v = |-|e€ 4", we set
aj(v)ay(v) (if p'+q' =1 <r);
aj(n) = { al(ai() +ad(r) (f p'+ g —1=r) (8.10)
az(v) (if p'+q'—1>7r"),

where a(v),ai(v) and ai(v) are given by

(p' = DIX'PP Y] (k= 1);
a,(v) =< (¢' = D Y'P'X|  (k=2); (8.11)
("= DN YIPY (k= 3).

Finally let ay be a non-negative constant, which may possibly be +oc, defined by

ap :=sup a), with a}:= sup aj(v). (8.12)
ieZ ve !
We remark that if U'=0 then a/(v)=0 for k=1,2,3 and so a) =0. Thus the
supremum above can be taken only over those ie Z with U’ # 0. The constant q
will also play a role in formulating admissible Gevrey indices in Condition 8.5.

We shall explain in Appendix (§10) how to calculate the constants af(v) in (8.11)
when U’ = O(D)™ and P/ are matrices of holomorphic functions on D, this case being
relevant in applications to contiguity relations [1.5).

ExaMPLE 8.4. We illustrate with the same example as in Example
8.2. A simple check of (3.7), (3.8) and (3.10) shows that

. ) . 1 b #0); )
v, q’:{oo Ebi(); and so s'=1 (i=0,1). (8.13)
For i # 0,1, we have s’ = oo, since U’ =0. Thus (8.9) yields

so=1. (8.14)

2

We proceed to calculate the constant ap in (8.12). Recall that U° = U! = O(D)"
with a domain D in C. Let 2 be the set of all compact subsets in D. For each
Kex and f="'(fi, ») € O(D)*, we set

[l = sup /LA GO P + G0l
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Then the semi-norms |- |, (K € ') provide ¢(D)* with a complete, locally convex
topology. Identifying the semi-norm v = |- |, with K e, we set /= 41 := 1
and write ai(v) = ax(K) in (8.10) and (8.11). Now a simple computation yields

X0P071Y0:<0 x) Y0P0’1X0:<0 0) Y0P0’1Y0:<0 0>

0 0 b 0 0 x

0 1 0 0 0 0
Lpllyl _ Lpllyl _ Lpllyl _
X PY (0 ())’ Y'P'X (bx O)’ Y ' P 'Y (0 x).

By using these data, if b # 0, the constants a(K) in (8.11) can be computed as

@K)=r(K), @K) =P,  aK)=r(K), .15
ai(K) =1, 0, (K) = [blr(K),  a3(K) = r(K),
where r(E) denotes the radius of a subset £ — D relative to the origin:
r(E) := sup|x|. (8.16)

xekE

See Appendix (Lemma 10.1) for more detailed derivation of (8.15). From (8.13), if
b # 0, our example falls into the second case in (8.10). Substituting (8.15) into (8.10),
we have aj(K) = (1+ |b))r(K) for i=0,1. This formula remains valid for 5 =0,
although we are then in the third case in (8.10). Taking the supremum over K € &,
we obtain a) = (1 + |b|)r(D) for i =0,1, and hence

ag = (1 + ‘b|)l(D) (817)

In particular, ao is finite if and only if D is a bounded domain in C.

CoNDITION 8.5 (Admissible Gevrey indices). Let (so,ap) be as in [Definition 8.3,
and 4 < (0,00) be an open interval. Assume that (s, 4) and (sp,a) satisfy one of the
following conditions:

(Cl) s=s5 =0 and ay <infA4 < 1;

(C2) s=0<sp and 0 <infAa < 1;

(C3) 0<s<s and 0 <inf A < o0;
(C4) s=s59>0 and g9 < inf 4 < 0.

The main theorem of this paper is now stated as follows.

THEOREM 8.6. Under Assumption 3.1, let (¥ be either
(1) v'=/' the space of rapidly decreasing sequences, or
2) v'= gf 4 with Gevrey index (s, A) satisfying Condition 8.5.
Then the harmonic complex C, which is quasi-isomorphic to W, is expressed as
Ci — Ué_l,
Ni—l
di — Qi_1’0+ 2 Qi—l,j Z A}—l, (818)
J=1

JESj

where S; is the set of all nonempty subsets of {1,2,...,j} and A} are defined by (8.3)
in Definition 8.1.
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The formula describes the harmonic complex C explicitly only in terms of the
data in Assumption 3.1. So is a final formula we have been seeking for. The
proof of is based upon the following very deep result which, together with
[Proposition 7.5, shows that if the collection (¥"') is taken as in Theorem 8.6, then
Assumption 3.1 implies Assumption 6.1.

Lemma 8.7 (Key Lemma). Under Assumption 3.1, let (") be as in Theorem 8.6.
Then (B1) and (B2) in Assumption 6.1 are satisfied, with the operators W'/ : Ui — U’
given by

P =" A (8.19)

JeS!
J
where S} is the set of all subsets of {1,2,...,j} containing j.

The contents of this lemma, or more precisely, statements equivalent to this lemma
in somewhat different notations, have been established in our previous paper as its
main results (Theorems I and II, Corollaries 3.4.2 and 3.6.1). Once we admit
8.7, leaving its verification (very hard analysis!) to [7], the proof of becomes
quite easy. So the analysis carried out there should be emphasized as the most essential
ingredient of the proof.

ProOF OF THEOREM 8.6. It follows from [Proposition 7.3 and that if we
take (7"') as in [Theorem 8.6, then Assumption 3.1 leads to Assumption 6.1, with the
operators ¥/ given by [8.19). So we can apply Mheorem 6.2l Since S; is the set of
all nonempty subsets of {1,2,...,/} and S is the set of all subsets of {1,2,...,}
containing j, S; is the disjoint union of S} over k=1,2,...,j. Hence yields

J

Zj:yﬂ?’f_ZZAf =) 4. (8.20)
k=1

k=1 JeS; JeS;
Substituting (8.20) with i replaced by i — 1 into [6.3), we obtain {8.18). This completes
the proof of Theorem 8.6 O

ExaMPLE 8.8. We illustrate with the example discussed in Examples
8.2 and 8.4. We begin by considering what Condition 8.5 designates in this example.
Since (s, a0) = (1,(1 + |b|)r(D)), as was observed in (8.14) and (8.17), the case (Cl)
does not occur and the remaining cases (C2), (C3), (C4) take the form:

(D2) s=0and 0 <inf/ < 1;

(D3) 0<s<1and 0<infl < oo;

(D4) s=1 and (14 |b|)r(D) <infl < o0,
respectively, with the case (D4) occurring only when D is a bounded domain in C.

We proceed to consider what the formula tells us in our situation. First,
recall that for i = 0,1, the decomposition U’ = U} @ U] is given by Uj = O(D)ey and
U] = O(D)e;, where ey ='(1,0) and e; =7(0,1) are standard unit vectors. Since
U'=0 for i 20,1, we have

i [O(D)ey (i=1,2);
“- {0 (otherwise). (8.21)
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Next we shall describe d!: C' — C? explicitly. In general, if N*~! =1 then the for-
mula takes a very simple form:

di — Qi—],() 4 Qi—l.lA{IET}l — Qi—l,() 4 Qi—],]Ai'al. (822)

Currently we are just in this situation with i = 1. Substituting (3.9) and (8.8) into
(8.22), we find that d' is represented by the matrix:

or —1
1 X
d _(0 5x> (8.23)

Upon identifying C' and C? with ¢(D) in an obvious manner, (8.21) and (8.23) lead
to the following expression for the harmonic complex:
0 L 3y 2
C:0—-0—0(D)— O(D)— 0, (8.24)
where the operator 0, in (8.24) comes from the (1,1)-entry of the matrix (8.23).
Indeed, only the (1,1)-entry is relevant when (8.23) is thought of as an operator from
UY into U}. 1t follows from (8.24) that

HER (D) (i =1,2);
0 (otherwise),

Hﬂ»g{ (8.25)
where Hi, (D) denotes the i-th holomorphic de Rham cohomology group of the domain
D, (which is isomorphic to the C* de Rham group, since any domain in C is a domain
of holomorphy). now tells us that if (¥"') is either (/') or (% ,) with any
Gevrey index (s, 4) satisfying one of the conditons (D2), (D3), (D4), where U’ = ¢(D)?
for i =0,1 and U’ =0 otherwise, then %~ and C are quasi-isomorphic and therefore,

by (8.25),

iy ~ JHBR (D) (i =1,2);
) = {O (otherwise). (8.26)

9. Some applications.

We present some applications of [Theorem 8.6. An application has already been
given in Example 8.8, that is, the formula (8.26). First we shall combine it with the
discussion in Example 4.1 to compute the Gevrey extension groups of the Humbert
system (1.3). To state the result we make the following definition.

DEerINITION 9.1. Let ¢t be a real number, and 4 < (0,00) be an open interval.
Denote by ¢(D)((1/y)), 4 the set of all formal Laurent series /' = > f,»~" in 1/y with
coeflicients f, € (O(D) such that for any compact subset K in D and any a € A, there
exists a constant C(K,a) satisfying

\ﬁk:m%m@ﬂgqmwwwriomN) (9.1)
xXe
The space O(D)((1/y)), 4 will be referred to as the space of formal Gevrey functions with

index (¢, 4). This definition of the main Gevrey index ¢ agrees with the standard one
employed in the literature on Gevrey analysis (e.g., [9], [10]).
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Let us return to Example 4.1. In view of and (4.14), one observes that if
¥ are taken to be the Gevrey sequence space ?ﬁs’: 4, then the space ¥ in and
becomes ((D)((1/y)),_, 4, namely, the two main indices s and ¢ are related by
s+t =1. Therefore, putting and (8.26) together, we arrive at the following result
on the Gevrey extension groups of the Humbert system in two variables.

THEOREM 9.2. Let M be the Z-module associated to the Humbert system (1.3), and
D be a domain in C. Assume that the Gevrey index (t, A) satisfies one of the following
conditions:

(1) t=1and 0<infAd <1

(2) 0<t<1 and 0 <infA < oo;

(3) t=0 and (14 |b|))r(D) <inf A < oo (in this case, D must be bounded),
where r(D) is defined by (8.16), then there is an isomorphism of cohomology groups:

Exty, (.4, O(D)((1/y)),,4) = {é{& ? E(l);eiwzlze)

We remark that conditions (1), (2), (3) in correspond to (D2), (D3),
(D4) in Example 8.8, respectively. See also for the computation of Gevrey coho-
mology groups of the Humbert system. Next we take up another example.

9.2)

ExampLE 9.3. Let us consider the example arising from the contiguity relation
of the Humbert system (1.3). Recall here the discussions in Examples 1.2, 2.2 and
3.3. Only the main points will be sketched, since this case resembles to a large extent
the one arising from the Kummer equation discussed previously. In particular, for-
mulas (8.4), (8.5), (8.6) and (8.22) are available, which then simplify the computation
of the harmonic complex C. By substituting the explicit data (3.11)-(3.20) into these
formulas, the coboundary operators d!,d”> of C are computed as

ox] -1 0 0 0 0
d) 0 =1 0 0 0
0 oo 0 -1 0 0
0f ¢ 0 0 -1 0
d'=|0o 0o o 0 -1 0 (9.3)
0 0 4 O 0 -1
0| O 0 x y 0
0| O 0 0 X y
0| =bo by 0 x—y O
0y —0y | 0 1 -1
=10 o X0, —5 5,
0 0 x(&y + bz) —y((SX - bz) X((sy - bl)
0 0 0 0
_yax 6}/ _6x 0 (94>

—y(0x +b1) O6,+by —(0x+b1) Ox+9,
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Now the decompositions (3.21) allow us to identify C!,C? and C? with ¢(D),¢(D)*
and ((D), respectively, in an obvious manner. With these identifications, the harmonic
complex is given by

o Lo @) 2 eeay
_

2 3
C:0 0 0(D) — ¢(D)? 0(D) —— 0,

where the operators ‘(dy,0,) and (d,,—0y) above come from the (1.1)-blocks of the
matrices (9.3) and (9.4), respectively. Thus the harmonic complex is quasi-isomorphic
to the holomorphic de Rham complex, shifted by one, on the domain D. In particular
we have

HEL (D) (i=1,2,3);

. (9.5)
0 (otherwise).

H(C) = {
We proceed to the calculation of the constants sy and @y defined by (8.9) and (8.12).

We can determine sy just as in the Kummer case (8.14):
S0 = 1. (96)

However, due to the complexity of the data (3.12), (3.14), (3.16), it is not so easy to

write down the constant ap in a simple manner as in the Kummer case. Indeed, it
turns out that of Appendix yields

ad = sup \/|x|* + [y, ad =/ |b1|* + |ba|;

(x,y)eD
af = sup \/1 + |x\2 + |y|2, Clzl =/ |bl|2 + |b2|2;
(x,y)eD
al =1, a; = sup \/|b1x—|—bzy\2+|b1+b2|2\x|2|y|2,

(x,y)eD

but there is no simple way to write down af (i =0,1,2). For them, nonetheless, we
make use of (10.2) to obtain upper bounds:

0 ~0
ay < a

= s%p \/\1 F b2+ L+ bo? 4 (1/8)by > + (1/8)|ba] + 20x) + 23> + (1/4)x + v|%;
x,y)eD

x+y%

aé Sfl; = sup \/1/2—|—(13/4)\x\2+(13/4)\y!2+(1/4)

(x,y)eD

@ <ad= sup 1+ 4ol +
(x.y)eD

Using these informations and in view of (8.10), (8.12), we set

do := max{ay,al,al}, with a}:=alal+al (i=0,1,2). (9.7)
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Let .# be the Z-module associated to the Humbert system (4.18) in three vari-
ables, and D be a domain in C?>. In a similar manner as in the two variable
case, one can show that if the Gevrey index (7, A) satisfies one of the following
conditions:

(1) t=1and 0<infa < 1;

(2) 0<t<1 and 0<inf4 < o0;

(3) t=0 and ay <inf A < oo (in this case, D must be bounded),
where dy is defined by [9.7), then there is an isomorphism of cohomology groups:

HIG (D) (i=1,2,3);

9.8
0 (otherwise). ©38)

Ext), (4, 0(D)((1/2)), ) = {

We present still one more example.

ExampLE 9.4. An inspection shows that there is a contiguity relation of the form
(1.2, if operators P%(c), P'(c) and Q"(c) are taken so that

PO(C _ n) — P(J,() +P().1(n _ c)l —|—P0’2(n _ 2>2

_(1 0>+<0 _zXZ)(n_c) +<b2x2 2x2(bx—l)>(n_c).
—\0 0 b2 4bx PO\ =b3x  2bx(1 — bx) 2

Plc—n) =P+ PV (n—c), + P2 (n-2),

(/10 N 0o -2 (n—c) + b’°x*>  2(bx-—1) (- o)y
~\0 0 b*x?>  4bx ! —b3x3 2bx(1 — bx) o

0%c—n) = 0% + 0% n—cy + 0% n—c)

B o5 4x0, +2(1 — 3bx)
 \ —262x8, + b2(1 +3bx)  x20% — 6bx20, + 9b2x>

0 2 0 0
+<_b2 2xax—2(1+3bx)><n_c>1+<0 1)<n—c>2,

where ¢ is thought of as the contiguity parameter, b being a constant. These are
obtaind as a special solution of the “contiguity equation” Q(c)P(c) = R(c)P(c+ 1),
though a detailed account of this issue will be left for a separate paper. In this
example the operator Q°(c) has an expansion of order two, i.e., N° =2 in (3.2). We
have U° = U'! = ¢(D)? and U’ =0 otherwise. For i = 0,1, the decomposition U’ =
U@ Ul = 0(D)® (¢(D) is standard. Finally, Z° =Z' =0 in (3.5).

In general, if N'~! =2 then the formula reads

- i-1 —1,1 gi— =12 4i= o %
d'= QM0+ 0 AR + 04 + AR + AT
_ Q,-,LOJF Qi71,1A{61 +Qi71,2(A{'61 JrAé'El JFAZIA{B]),

where if Z'~! =0 then, according to and (8.2),
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i—1 i—1 pi—1,2 i—1 pi—1,1 i—1 pi—1, 1y,
At = X pIL2 (4 x T piEL(pisl pitL,

Aéol — XI IPI 1,2 4 (I+%Xi—lpi—l,l>(Yi—IPi—l,Z);

1 | P o
A;ll 2Xl IPl 12_|_ ([—I—EXI_IPI_Ll)(YI_IPZ_I’I).

Applying this formula in the present situation, we obtain

(9.9)

g [+ 4x0x + 2bx +2
0 X202 + 2bx%0, — b2x? + 6bx

together with d’ = 0 for the remaining i’s. With an obvious identification C' = U/~! =
O(D) (i =1,2), only the (1,1)-entry of (9.9) is relevant to describing d! : C! — C?, and
the harmonic complex is given by

o L 2
C:0——0—— o(D) = o(p) —— 0.

As for (so,a0) in (8.9) and (8.12), we easily observe that

ol 829
a = 2|b|r(D){|b|r(D) + 2}, (9.11)

where r(D) is the radius of D relative to the origin (see (8.16)). We remark that (9.11)
holds whether b # 0 or not. [Theorem 8.6 now tells us that if ¥’ is taken to be the
Gevrey sequence space ¥, 4> with U 0= y'!'= (9(D)2 and U' = 0 otherwise, then there
is an isomorphism of Cohomology groups:

Ker[62 + 2b% : O(D) — O(D)] (i=1);
H'(W)=H'(C) = COker[ag 2% 0(D) — O(D)] (i =2);
0 (otherwise),

provided that the Gevrey index (s, ) satisfies one of the following conditions:
(1) case b # 0,
(1) s=0and 0<infAa < I;
(2) 0<s<1and 0<infA < oo;
(3) s=1 and 2|b|r(D){|b|r(D) +2} <inf A4 < o0,
(i) case b =0,
(1) s=0and 0<infd < 1;
(2) 0<s< oo and 0 <infA < 0.

In this paper applications have been presented quite fragmentarily, since they are
only intented to illustrate the use of Theorem 8.6, More substantial applications will
be given in forthcoming papers.
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10. Appendix.

This appendix describes the semi-norm structure of the space (D)™, where D is a
domain in a complex manifold. Let #° denote the set of all compact subsets in D.
For each Ke # and f="'(fi,...,fm) € O(D)", set

e = mas /171 0P + -+ 1o

Then the semi-norms |- |, (K € ") provide O(D)" with a complete, locally convex
topology. One observes that each m x m matrix of holomorphic functions P = P(x) €
M(m, 0(D)) defines a strongly bounded transformation of ¢(D)™, that is, P € B(0(D)"™).
As was explained in §3, to each K € " one can associate the semi-norm |P|; of P, the
value of which is computed as follows.

LemmA 10.1. For each K € A" and Pe M(m,0(D)),
|Plg = max vV A(x), (10.1)

where A(x) is the maximal eigenvalue of the Hermitian matrix P(x)*P(x).

Proor. For each f e ¢(D)" and x e K, we have
[P(x) /(%) = (P(x) f(x), P(x) [ ()
= (P(x)"P(x) [ (x), f(x)) < Ax) £ (%)],

where (-,-) is the standard Hermitian inner product on C™. Thus |P(x)f(x)| <
maxxeK/l(x)l/me, and so |Pf|g gmaxxeKZ(x)l/2|f|K. In view of the definition of
the semi-norms on the strongly bounded operators (see §3), we have

|P|g < max+/A(x).

ek

To show the reverse inequality, take a point xy € K so that A(xg) = maX,.g A(x)
and let vy € C™ be a unit eigenvector of P(xo)"P(xy) corresponding to the eigenvalue
A(x0). Since vy belongs to (D)™ as a constant function, we have

Vi) =/ (P(x0)" Pxo)uo, vo)

= |[P(xo)vo| < [Pvo|x < [Plglvolx = |Plg-

Therefore |P|; > A(x0)"? = maxyex A(x)"/?, which establishes the lemma. O

As a simple illustration we explain how the formula for a}(K) in (8.15) has been

obtained. We apply [Lemma 0.1 to the matrix:

0 0
— ylpllyl _
P(x):= Y'P\lx (bx 0).

2

2
x|” and 0, we have

Since P(x)"P(x) is the diagonal matrix with diagonal entries |b

A(x) = |b|*|x|*. Hence [10.1] yields



Cohomology for recurrence relations and hypergeometric systems 321
1 1 pl,l 1
a(K) = |¥' P11 X = max b x| = [blr(K).

In general, formula [10.I] may be used to calculate the constants aj(v) = aj(K) in
(8.11), when U’ = (0(D)™ and P"“/ e M(m;, O(D)) (as in Examples 8.4, 9.3 and 9.4).
Finally we remark that applying the inequality A(x) < Trace{P(x)*P(x)} to yields
an upper bound:

[Pl < max \/Trace{P(x)*P(x)} = max (10.2)

xek

where p;;(x) denotes the (i, j)-entry of the matrix P(x). It is not always easy to cal-
culate A(x) explicitly for a given P(x), and the estimate (10.2) will be of some help in
that case (see Example 9.3).
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