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1. Introduction. Suppose that a function f (x) is of period 27. Denoting
by sn(x) the m-th partial sum of the Fourier series of f(x), a classical
problem of Zalcwasser reads as follows [5]:

Let {pi} be a strictly incrveasing sequence of positive integers. If a function
f(x) is squarely integrable over the period, then is it true that
n
1 .
@ lim —— 3 [, () — F ()] =0
k=1

N —> o

for almost all x?

Concerning this problem various results were obtained under some
additional conditions of the sequence {px} (cf. [7]). On the other hand we
proved the following theorem in which we imposed an additional condition
on the function f(x) but did not on the sequence {p:} [4].

THEOREM. Let f(x) be continuous and of modulus of continuity
o(1/loglog(1/|k|)) as h—~0. If {px} is a strictly increasing sequence of positive
integers, then we have the conclusion (1) for almost all x.

In this paper we shall improve the above theorem in two points, namely,
we shall treat an integrable function instead of continuous function, and we
shall add an exponent in the summand of the relation (1). Incidentally the
similar method of the proof of our theorem will work to prove a theorem
of R. Salem concerning a convergence criterion of Fourier series (Theorem
2 below).

In what follows we suppose that a function f(x) is of period 27 and we
denote the n-th partial sum of its Fourier series by the usual notation s.(x)
= s.(f; x) and its conjugate by 35,(x) = S.(f ; x).

2. The improved form of the above theorem is this:

THEOREM 1. Let f(x) be an integrable function on (0,2n) and let {px}
be a strictly increasing sequence of positive integers. If

h
2 f{f(x+t>—f<x—t>}dt=o<1h;/10g10g(1/1h;>>
0
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as h >0 uniformly for x, 0 <a<x <b<2m, then for any positive number
a we have

@ lim L 5,0 — f | =
n>oo Fel

and

) lim -1 7 [5,, (x) — F 0 [* =0
nyoo k=1

for almost all x in (a, b), where f(x) is conjugate to f (x).

The proof will be done in the next sections.

Tueorem 2 (R. Salem [3]). Let f(x) be an integrable function on
O, 27). If

(5) f{f<x+z> —fx—D}ydt=o0(|h|/log/| k|

as h— 0 uniformly for x, 0 <a<x <b<2m then the Fourier series of the
function f (x) converges almost everywhere in (a, b).

R. Salem proved further the uniform convergence of the Fourier series
in the case of continuous functions.

For the Fourier series of a function L?(0, 27) (p > 1), the sequence
{sn,(x)} of partial sums with the Hadamard gaps converges almost every-
where by the well known Littlewood and Paley theorem, but as Zygmund
pointed out [8] this result does not remain true in the case p=1. We shall
furnish a sufficient condition for this conclusion:

TueOREM 3. In the assumption of Theorem 2,if we replace the condition
(5) by the weaker condition (2) uniformly for x, 0<a<x<b<2mn, then
for any sequence of positive integers with the Hadamard gaps { m.}, /%
>qg>1(k=1,2,....), the sequence {sa,(x)} converges almost everywhere in
(a, b).

3. For the proof of theorems we need some preliminary lemmas.

LemMma 1. Let f(x) be an integrable function on (0, 2n) and let F(x)
be the periodic part of the primitive of f(x). Let wi(8) be an increasing
Sfunction of & > 0 such that dw.(8) and 06/w,(0) are also monotone increasing
and that 601(0) =0, w1(8/§ ) =0(w(d)) as 6 0. If

Jif G+t —fx—ydt = o([h|wr( | kD)
0
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uniformly for all x, then there exists a trigonometric polynomial P.(x) of
order n such that

Pu(x) — F(x) ! =0 (11—1 oM (;t))

uniformly for all x and that
lim {P,/(x) — f(x)} =0

for almost all x.

For example, we may take ;(é8) = 1/log(1/é) or 1/log log(1/6). This
lemma is essentially known ([10], [3]). By the assumption we get
F(x+h)+ F(x —h —2F(x) =0(|h|o:i(|R]))
uniformly. Using the kernel

1 sin mi \*
m? \ sint

6

which is a trigonometric polynomial of order 2m — 2 in 2¢, we define

sin mu
) du

/2
Im(x) = Tj/‘F(x + 2“) m3 Sln %
/2

where
x/ .
i s Y
-/2

The function I.(x) is a trigonometric polynomial of order 2m — 2 and
h. is greater than a positive constant independent of m. We have

[ In(x) — F(x) | = 71; nf{F(x +2u) + F(x — 2u) — 2F(x)} = m3 S;‘i‘n”;“)‘d ‘
z/m Ny w
= o) { “+ [|+ f_i}
0 a/m /N
B ( /m > g i (20 ) O(L "/"’du)
= ¢ mjo'uwl(Zu)du +0(77f3 7[ =5 du) + ms/i_‘u?‘

= o an(5)) o 0 () + 0 (am),
that is, | In(®) — Fx) | =0 (-L 0, (1)) uniformly.

On the other hand, since f(x) = F’(x) almost everywhere, we get
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[ I'm(x) — f(x) ]|
T/m

J1f G 2w+ £ — 20 — 20} s (BRI g |

Y m?\ sin u

.
=7
for almost all x, and the kernel (6) is a positive kernel we conclude by the

well known theorem that
) liin I/ (x) — f(x)} =0

h
iff [ fx+2u)+f(x —2u) —2f (x)|du=0(|h|), that is, (7) subsists for
0

almost all x.
To complete the proof for any #n, we take m equal to g +1 or% (n+1)
according as #» is even or odd, and put Pn(x) = Im(x).

Lemma 2. If f(x) e L"(02n) (r=>=2), then
o

j | salx) I dxéS’rTf | f(x) " dx.
0

0

The factor 3" on the right may be made smaller, but this is irrelevant
to our purpose. This lemma is well known in a slightly different form ([9]
p. 153).

LemMa 3. If t.(x) is a trigonometric polynomial of order n, and r > 1,
then

on 2n
Jitw ras<w [t 1 da,
o 0

This is also known {(cf. [9] p. 155).

LeEMMA 4. If F(x) is continuous and
€)) Fx+t)+Fx—t) —2F(&x)=o0(|t]|)
uniformly for x, then the conjugate F(x) is continuous and satisfies the similar
relation as (8) uniformly.

If F(x) is continuous and
9 Fx+t)+Fx—1t) —2Fx)=o0(|t]|/log log(1/[¢|)
uniformly, then F(x) satisfies the similar relation as (9) uniformly.

The first part of Lemma 4 is due to Zygmund ([10]) Theorem 7), and
the second will be proved along the same line as the above Zygmund proof,
and so we may omit the proof to avoid the repeated complication.
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4. We are now in a position to prove Theorem 1. Without loss of
generality we may suppose (a, b) = (0,27). In fact, if 0 <a <b <2n, we
put

fx for a <x <b,

fl(x)=:f(b—;—ax+a> for 0=x <g,

f(b—a 27ra—b2) for b < x <2m,

or —b” + 2 —b
that is, in the intervals (0,a) and (b, 27) the function f;(x) is similar to
f(x) in (a,b). As we see easily, fi(x) satisfies uniformly for x in (0, 27)
the condition (2) replaced f by f;. Evidently f(x) — fi(x) =0 for a <x <b,
hence by the localization theorem s.(f — f1; x) converges to zero uniformly
in any closed interval contained in the open interval (a, d); and from the
identity

$a(f; %) =8u(f1; %) + Su(f — fr;5 %)

the theorem will be proved immdiately if the theorem is proved for fi(x)
instead of f(x).

Supposing that the equality (2) holds uniformly in (0, 27), let P,(x) be
the polynomial of order # which is determined by Lemma 1 taking w.(d)
= 1/log log(1/8), and we write for the simplicity

Qr(x) = Pp, (%), 4, (%) = Q'r(x).

Hence Qr(x) — F(x) =0 (1/(ps log log pz)) uniformly, and gr(x) — f(x) ==0(1)
almost everywhere as k— oco. Since g,(x) is of order at most p; we write
Spp( S5 ) = f(®) =8, (f — g5 %) + {qa(x) — f(0)}.

To prove (3) it is sufficient then to show that

.1
(10) lim ;kz [$0,(f —qr;2)|* =0
=1
almost everywhere. If (10) is true for some « >0, it is also true for S,
0 < B < a; hence we may suppose that « is an integer not smaller than 2.
Now we shall show that, for any positive number c, if # is large enough,
we have
gP+1 ¥
2
(11) fexp {c(log n)( | Sp,(f — qr; %) I"‘) } dx <My, .

0 k=2"+1
where M,, . is a constant independent of .
To prove this, the left hand side of (11) is equal to

hd ant! r/a
72 gl )<Z”’ ,Sﬂk(f_qk;x)P)/}dx

k= "n+1
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Sn+H1

27 /%
f |5, (F = Qe; ) |*)  dx
0 "y

1

7.

(cl
rl

!
M

[

M

R

=S+

r=

~A+B

o

r

I
)

say. The sum B is, by the Minkowski inequality, not greater than

(c log n)" i r/a
gﬂ y | onr/a { f l s" (F — Qk ;%) IT dx) }

E=2"41 0

In virtue of Lemma 3 this is not greater than

oo 1 o” X @ /ry r/e
((;, ‘Ozg,;r’;lw) 2 p“( /‘ ‘spk(F Qk ’ x) |1 dx) } .
r=2 r=2"11
By Lemma 1 we can take an integer N = N(¢) sufficiently large such that
(12) | F(x) — Qu(x)| < 8/(pr log log pr) for all £> N,

where we put ¢ = 1/(120e) Hence if # is large enough

27

(clog m)"
; 2 Tyl onr/a 2 (log log Pk f

k= 0

(F —Q’ZUI;J.% logpe. .\ dx)w/r} v/

Spk

< (c log n)yr . @[T\ r/a
z Tyl 2nT/e 2 <log logpk 3 r fdx)
k_
by Lemma 2 and (12). Since pr >k we get easily

& (e lOg n)” 15a3u!w£2n-)a/r r/m
B= 2 STom/ 1\ (log log 29° g

=0

and using the Stirling formula »! = n%e "/2wn ¢9/12() < § < 1) we have

(6ced)” o 1
B= 0(2 WNora )=O(§“ 2’«/275'):0(1)’

if » is large enough.
On the other hand, by the Holder inequality,

: . oe , 2"l ) ria
A=S o TS s, a0r) as

0 p=2"41
a-1 r 27 2
=5 Clogny (f 2 |5, (F = Qu; x|*dx) " 2myr=rre,
=0 0 p=o"

Applying Lemmas 2 and 3 again we get
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T/

o« 2n+1 2
gz%";r’}ﬁ (S 8% [ 150iF = Qui ) Y™™ @myrerre
=0 E=2"+1 0
n41
s (clogm)r(2m)yr-r/a s ® b) i ((F =Qwpiloglog pe,
T2 e ( lOg 1og s f s o
k=2"4+1

1!/\

a- clog n) (271.)1 r/w( gt t+1 6“3"’6{“(2%)”)””
2= y! onrfw (log log 2m)®

k=2"+1

(12710601)’ (27r)! /@ <C
@y C

ll/\

@ 7/
dx) :

where Ca, . is independent of #, if # is large enough. Thus we obtained the

inequality (11).

Now we shall be able to complete the proof quite easily. For any posi-

tive ¢ we denote by E, the set of all points x € (0,27) such that
n41
1 2 ]/B’/
( o 2 | Spk(f —qx; %) |* ) > e
r=2"+1
Then we get from (11), taking ¢ = 2/,

0+1

> 2 1 /e
Moo > fexp {Zaogm (3] Tsn(f—aiw 1)) dx
0 E=2"11
gfexp {%logn- e}dx
En
— n2| Eal,

if »n is large enough. Therefore D Ea| < o, that is

i (1 S e o) <
imsup \ oo 3 Isn(f—aqein)[*) e
E=2"+1
almost everywhere. Since ¢ > 0 is arbitrary we conclude that

n+l
1
m g S s a0
E=2"+1

almost everywhere. For arbitrary large N, we take # such that 2» <

27+1 then
on+1 l+l
1

y
S s —aiml < S —oy + z ~

k=1 - =0
k=1 Iazl’“

N <
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n

21" >2-0(D =o(D),

which is the same as (10), and the first part of Theorem 1 was proved.
The second part of Theorem 1 is an immediate consequence of the first
part and Lemma 4.
Theorem 1 was proved completely.

THEOREM 4. If f(x) is a bounded function, there exists a constant ¢ > 0
such that, for any sequence of positive integers { px} and positive number «,

2 ” /e

13) fexp {c( % kz:l | $p, (%) [“)] }dx < Ma,.,
A =
2 n B V23

14) fexp {c(% > 15,0 ]“)l }dx <M,,.,
g =

where Ma, . is a constant independent of n.

In the case @ =n =1, Theorem 4 is known ([6] Theorem 5).

Since the proof will be done by the similar way to the proof of the
inequality (11), we shall give only a sketch of the proof. We may suppose
that « is an integer greater than 2. The left hand side of (13) is equal to

oo

wa(z [ S (%) l") “dx

say. Suppose that |f(x)| <K for all x. By the Holder inequality and by
Lemma 2 we have

o-1 cr
A= gz) r!n/® (

I
; M“'

n

r/a
| Sn() [ dx) (2t

o

k=1

cr 27

“Z an/" rar [ K Kedz) " (2myi-r/e

k=1 0

U/\

3Kca) <M

where M’ does not depend on n. By the Minkowski inequality and by Lemma
2 we get

n

© 27
B3 5 ([ 1swco raz)”")

k=1

r/a
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e » 27’- a/r\ /%
ég TE {kz:z)(s”r’_{ Krdx) i
< (3Kec)"
=2n ; Aoy’

in virtue of the Stirling formula. The last series is convergent if ¢ <
(3Ke) 1, with a bound independent of #. We get therefore the inequality (13).

To prove (14) we need only to repeat the same argument, but we must
use the following inequality in place of Lemma 2.

27 2
(15) fIEn(f;x) l'dxg_lOTrrf | f(x) [rdx for r>2.
0 0

This being known essentially, we give a sketch of the proof. As we
know,

Sn(x) = - _1‘ f(x+tt) (1 — cosnt)dt + 7—ff(t) sin n(x — t)dt
T % 2tan—- >
= cos nth(x+t)cosn(x+t)
= f(x) + dt
4 [ [ 2tan t
2
+ §lp_nx /‘f(x + 1) Smtn(x + 1) dt + ZL [f(t) sin n(x — B dt.
2 tan - Ty
2

Hence
21
800 | 1T |+ 1 a0 | + | g2 | + 5 [1f D] dt
0

where g.(x) is conjugate to f(x) cos nx and g.(x) to f(x) sin nx. Therefore
by the Minkowski inequality, if »r >1

(16) (f|sn<x) rax) <3([|f<x) rax) +7|f€x)ldx

By the well known Riesz inequality

an (j |7 lrdx)l/r <2r( f | £ |"dx)1/r for r > 2,
[} 0

we get, combining (16) and (17),
1yr

27 » 27 » 27
(Jisoraz) <or( f15e0 rax) + my( [ £ raz)
0 0 0

2

< 10r(f | f(x) Ide)l/T for » > 2.
0
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Tueorem 5. Let f(x) be an integrable function on (0,27). If

h
JU @+ —fa—tydat=o ]
0

as h—0, uniformly for x in (a, b), and if {ps} is any sequence of intergers,
then we have

% > 189,(%) — f(x) |* = 0 ((log log n)*),
k=1

—,1;2 | Spg(%) — f(x) |* = 0 ((log log n)*)
k=1

almost everywhere.

Since the proof is also done, mutatis mutandis, along the line of the
proof of Theorem 1, we shall only mention some points. Let (a,b) = (0, 27).
The periodic part F(x) of the primitive of f(x) satisfies that

F(x+t)+ F(x —t) —2F(x) =0 (|t]|)
uniformly, and so F(x) satisfies the similar condition by Lemma 4. There
exists a trigonometric polynomial P.(x) of order # such that
F(x) — Pu(x) =0(1/n)
uniformly for x (cf. [10] Theorem 8), and lim {f(x) — P,(x)} =0 almost
everywhere. e

We remark that obviously we can remove —f(x) and —f(x) in the
summands of the conclusion.

5. We shall now prove Theorem 2. We may suppose again that (a, b)
= (0,27). Let F(x) be the periodic part of the primitive of f(x), then

Fx+ 8+ F(x — 1) —2F(x) =o(|t|/log (1/[¢]))

as ¢ —~ 0 uniformly for . By Lemma 1 we can find a trigonometric polynomial
P.(x) of order » such that

F(x) — Pu(x) =0(1/(n log n))
uniformly for x, and
lim {f(x) — Py/(x)} =0
n>o0

almost everywhere. Hence, by the relation
sn(f; 2) —f(x) =8a(f — Pu'; %) + {Pn'(x) — f(2)}
=84 (F — Pn; x) + {Pa'(x) — f(2)},
it is sufficient to prove that
18) lim $,/(F — Pp; x) =0

n->00

almost everywhere. We shall evaluate the integral
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I = | exp (c log # | s/ (F — Py; x) [)dx,

o=’

where ¢ is any positive constant. By the above approximation, we have
a9 | F(x) — Pu(x) | < 6/(n log n)
for large n, where 0 =1/(6ce). As e* <e®+ e™* =2 cosh a, we get

I<2 7 cosh (c (log #) | $4/(F — Py; x) | )dx
1]

2%

(o] zr
—2+23 @%ﬁ—)”%ﬂs”’(zr—mm rrdx
re=1 ° 0

2r 2z
CABIT sar [ 5u(F P ) prd
0

<2+23
r=1

(by Lemma 3)

2

rdx

sn((F_P’g"IOgn;x)

oo r 2z
<2+23 G20 T
o

<2423 (gr))'; (67)2(27)

(by Lemma 2 and (19))

<2+2V7 S zTi/—* (by the Stirling formula)
r=1 r

which is an absolute constant, say M. Therefore I < M if n is large enough.
Let E, be the set of all x € (0,2n) for‘ which
| $a/(FF —Qn; x) | > e.
Taking ¢ =2/¢ we have
M>1> }[exp (eclog n)dx =n? | Ex |,
n

hence | E.| < M/n? for large n, or > |E.| < 0. We obtain then
n

lim sup |s/'(F — Pp; x) [ < ¢
n->00

almost everywhere. Since ¢ > 0 is arbitrary we get (18) almost everywhere.
q.ed.

6. For the proof of Theorem 3, it is enough to use the same pattern as
before. And then we may leave it to the reader with the proof of the
following

THEOREM 6. Let f(x) be an integrable function on (0,2n) and let {pv}
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be a sequence of positive integers. If

h
(20> f{f<x+t>—f<x—t>}dt=o<lh1>

0

as h—0 uniformly for x € (a, b), then
@n

almost everywhere in (a,b).

.

Sp(x) =0(log k) and sp,,(x) =o0(log k)

We can replace 0’s in (20) and (21) by O’s simultaneously.

7. Our argument just employed will be available to some problems of
interpolation.

Suppose that f(x) is a continuous function. Let U,(f; x) be a trigono-
metric polynomial of order » defined by

Un(f5 %) = f(x:)

. 2m . .
where x; =1 on L1 (t=0,1,2,....,2n). Then, as we know, putting
. 2m . 2w . 2 .
(pn(t)—22n+1 for Zmét<(l+1)m (z—O,l,....,Zn),
we have

27
Ua(fi ) =L [ F®Dutx — Ddout)
0

where D,(t) is the Dirichlet kernel.
By the Marcinkiewicz theorem ([2] proof of Theorem 11)

2z
(22) f | Un(f; 2) "'dx < (6 Ar)" max | f(x) | (r =2).
0

From (22) and a suitable approximation of the function as in Lemma 1,
we can prove the following theorems by the argument in the preceding
sections. The details may be left to the reader.

TueoreM 7. If f(x) is a continuous functions, and if {px} is a sequence
of positive integers, then for any o >0,

1 n
“w DU (fi2 =0((10g log n)“)
k=1
almost everywhere.
TrEOREM 8. If f(x) is a continuous function of modulus of continuity

0(1/ loglog (1/|h|)) as h—0, and if {pu} is strictly increasing sequence of
positive integers, then for any a >0
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L1 u
hm7k2=llUpk(f;x) —f|*=0

n-+>0

for almost all x.

These theorems are generalizations of the theorems 9f Erdos [1] in
which a=1or 2 and pp =% (=1,2,....) (cf. also [4]).
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