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TOPOLOGICAL STRUCTURE OF SOLUTION SET

FOR A CLASS OF FRACTIONAL NEUTRAL EVOLUTION

EQUATIONS ON THE HALF-LINE

Le Hoan Hoa — Nguyen Ngoc Trong — Le Xuan Truong

Abstract. A topological structure of the set of all mild solutions of frac-

tional neutral evolution equations with finite delay on the half-line is in-

vestigated. We show that the solution set is an Rδ-set. It is proved on
compact intervals by establishing a result on topological structure of fixed

point set of Krasnosel’skĭı type operators. Next, using the inverse limit

method, we obtain the same result on the half-line.

1. Introduction

Throughout this paper E denotes a Banach space endowed with the norm |·|.
Suppose that A : D(A) ⊂ E → E is the infinitesimal generator of an analytic

semigroup {T (t)}t≥0 of operators on E and ψ : [−r, 0]→ E is a function belong-

ing to the phase space C0 = C([−r, 0];E). The main purpose of this paper is

to study the topological structure of the set of all mild solutions of fractional

neutral evolution equations with finite delay of the form

(1.1)

CDq[x(t)− h(t, x(t), xt)] = Ax(t) + f(t, x(t), xt), t > 0,

x0(t) = ψ(t), t ∈ [−r, 0],
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where CDq is the Caputo fractional derivative of order q ∈ (0, 1), the histories

xt : [−r, 0] → E are defined by xt(s) = x(t + s) for all s ∈ [−r, 0], and the

functions h, f : R+ ×E × C0 → E are given functions satisfying some conditions

specified later.

Problem (1.1) on a compact interval has been studied by Zhou and Jiao [28]

under a more general framework, namely the condition x0 = ψ was replaced by

the condition

x0(t) + g(xt1 , . . . , xtn)(t) = ψ(t), t ∈ [−r, 0].

They proved an existence result by using the Krasnosel’skĭı fixed point theorem.

In this paper we establish the existence results for problem (1.1) on the half-line

and, in particular, we prove that the mild solution set of this problem is an

Rδ-set. For the reader’s convenience, we recall here some definitions.

Definition 1.1 (see [14]). Let M be a topological space. Then

(a) M is called an absolute retract if each continuous map f : B →M , where

B is a closed subset of some topological space N , possesses a continuous

extension over N .

(b) M is called an Rδ-set if it is homeomorphic to the intersection of a de-

creasing sequence of compact absolute retracts.

Note that any Rδ-set is a nonempty compact connected space. On the other

hand, it is acyclic with respect to the Čech homology functor, i.e. it has the same

homology as the one point space. It may be not a singleton but, from the point

of view of algebraic topology, it is equivalent to a point (see [14]).

In 1890, Peano proved that the Cauchy problem

(1.2)

x′(t) = f(t, x(t)), 0 < t ≤ a,
x(0) = x0,

where f : [0, a]×Rn → Rn is continuous, has local solutions although the unique-

ness property does not hold in general. This observation became a motivation

for studying the structure of the solution set, Sol, for problem (1.2). Peano also

proved that, in the case n = 1, the set Sol(t) = {x(t) : x ∈ Sol} is nonempty,

compact and connected in the standard topology of the real line, for t in some

neighbourhood of 0. In 1923, Kneser generalized this result for arbitrary n.

Next, in 1928, Hukuhara proved that Sol is a continuum in the Banach space of

continuous functions with sup norm. A more precise characterization of Sol has

been found in 1942 by Aronszajn [2]. He proved that Sol is an Rδ-set. So Sol

is acyclic. The analogous result was obtained for upper-Carathéodory inclusions

by De Blasi and Myjak in [8]. For more details, historical remarks and related

references, see [1].
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In many cases, solution sets for differential problems correspond with fixed

point sets of operators in suitable function spaces. The results on the Rδ property

of fixed point sets often require compactness of operators on the whole linear

space. This is a difficulty in application. In this paper we first establish a result

on the Rδ property of the fixed point set for Krasnosel’skĭı type operators of the

form U +B, where U is a contraction operator and B is a completely continuous

operator (see Theorem 3.2). Then, by using this result and the inverse limit

method, we not only obtain the existence result but also the Rδ property for the

mild solution set of problem (1.1).

For more results on fractional differential equation we refer the interested

reader to [4], [5], [9]–[12], [18], [23], [24], [26], [28] and on topological structure

of solution sets we refer to [3], [6], [7], [13]–[15], [20]–[22], [27].

2. Preliminaries and assumptions

For fractional calculus we recall that if x : [0,+∞) ⊂ R→ E then

• the fractional integral of order α > 0 with the lower limit zero for x is

defined as

Iαx(t) :=
1

Γ(α)

∫ t

0

(t− s)α−1x(s) ds, t > 0,

and

• the Caputo fractional derivative of order α > 0 for the function x is

defined by

CDαx(t) := In−αx(n)(t) =
1

Γ(n− α)

∫ t

0

(t− s)n−α−1x(n)(s) ds,

provided that the right-hand sides of above equalities are pointwise defined on

[0,∞). We also note that the integrals which appear in these definitions are

taken in Bochner’s sense.

For the operator A, we assume that it is the infinitesimal generator of an

analytic semigroup {T (t)}t≥0 such that 0 ∈ ρ(A), where ρ(A) is the resolvent set

of A. It is well known that, for each η ∈ (0, 1], the fractional power Aη is defined

as a closed linear operator on its domain D(Aη). The following properties will

be used (see [25]):

(i) There is a constant M ≥ 1 such that M := sup
t∈R+

|T (t)| <∞.

(ii) D(Aη) is a Banach space with the norm ‖x‖η = |Aηx|, for x ∈ D(Aη).

(iii) T (t) : E → D(Aη), for all t ≥ 0.

(iv) AηT (t)x = T (t)Aηx, for each x ∈ D(Aη) and t ≥ 0.

(v) For every t > 0, AηT (t) is bounded on E and there exists Cη > 0 such

that |AηT (t)| ≤ Cη/tη.

(vi) A−η is a bounded linear operator for 0 ≤ η ≤ 1 in E.
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Definition 2.1 ([28]). By a mild solution of problem (1.1) we mean a con-

tinuous function x : [−r,∞)→ E which satisfies x0 = ψ on [−r, 0] and

x(t) =Sq(t)[ψ(0)− h(0, ψ(0), x0)] + h(t, x(t), xt)(2.1)

+

∫ t

0

(t− s)q−1ATq(t− s)h(s, x(s), xs) ds

+

∫ t

0

(t− s)q−1Tq(t− s)f(s, x(s), xs) ds, t ∈ R+,

where the operators {Sq(t)}t≥0 and {Tq(t)}t≥0 are given by

Sq(t)x =

∞∫
0

φq(θ)T (tqθ)x dθ and Tq(t)x = q

∫ ∞
0

θφq(θ)T (tqθ)x dθ,

with φq a probability density function defined on (0,∞) by

φq(θ) =
1

q
θ−1−1/qψq(θ

−1/q) ≥ 0,

ψq(θ) =
1

π

∞∑
n=1

(−1)
n−1

θ−nq−1
Γ (nq + 1)

n!
sin (nπq) , θ ∈ (0,∞).

The following results on Sq and Tq are used throughout this paper.

Lemma 2.2 ([28]). The operators Sq and Tq have the following properties:

(a) For any fixed t ≥ 0, Sq(t) and Tq(t) are linear and bounded operators.

Further, for all x ∈ E, we have

|Sq(t)x| ≤M |x| and |Tq(t)x| ≤
qM

Γ(1 + q)
|x|.

(b) Operators {Sq(t)}t≥0 and {Tq(t)}t≥0 are strongly continuous, i.e. for all

x ∈ E and 0 ≤ t1 < t2 we have

|Sq(t1)x− Sq(t2)x| → 0 and |Tq(t1)x− Tq(t2)x| → 0 as t1 → t2.

(c) If T (t) is a compact operator for every t > 0 then Sq(t) and Tq(t) are

also compact operators for every t > 0.

(d) For any x ∈ E,α ∈ (0, 1), β ∈ (0, 1], we have

ATq(t)x = A1−βTq(t)A
βx, t ∈ R+,

|AαTq(t)| ≤
qCαΓ(2− α)

Γ(1 + q(1− α))
t−αq, t > 0.

Now assume that F is a Fréchet space whose topology is given by the family

of seminorms {pn : n ∈ N}.

Definition 2.3. Let {kn}∞n=1 be a sequence in [0, 1). The map U : F → F

is said to be a kn-contraction operator if

pn(U(x)− U(y)) ≤ knpn(x− y), for all x, y ∈ F .
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The following fact will be used to prove our main results.

Lemma 2.4 ([16], [17]). Let two operators U ,B : F → F be given. Assume

that the following conditions hold:

(a) U is a kn-contraction operator, for every n ∈ N,

(b) B is a completely continuous operator and

lim
pn(x)→∞

pn(B(x))

pn(x)
= 0, for all n ∈ N.

Then U + B has a fixed point in F .

3. Topological structure of fixed point set

for Krasnosel’skĭı type operators

The following lemma is a corollary of [13, Theorem 2.1].

Lemma 3.1. Let (X, ‖ ·‖) be a Banach space and K : X → X be a completely

continuous map. Assume that there is a sequence of completely continuous maps

Km : X → X such that

(a) ‖Km(x)−K(x)‖ < 1/m, for all x ∈ X and for all m ∈ N,

(b) for each m ≥ 1 and each y ∈ X with ‖y‖ < 1/m, the equation x =

Km(x) + y has exactly one solution.

Then Fix(K), the set of all fixed points of K, is an Rδ-set.

Next we shall prove an important result of this paper.

Theorem 3.2. Let (X, ‖ · ‖) be a Banach space and U ,B : X → X be two

operators. Assume that

(a) U is a k-contraction operator,

(b) B is a completely continuous operator satisfying the following conditions:

(i) lim
‖x‖→∞

‖B(x)‖/‖x‖ = 0,

(ii) there is a sequence of completely continuous operators Bn : X → X

(n = 1, 2, . . .) such that for any bounded subset D of X we have

lim
n→∞

sup
x∈D
‖Bn(x)− B(x)‖ = 0,

(c) for every h ∈ X with ‖h‖ < 1/n the equation x = U(x− h) + Bn(x) + h

has at most one solution.

Then Fix(U + B) = {x ∈ X : x = Ux+ Bx} is an Rδ-set.

Proof. It follows from assumption (a) that the operator I − U is invert-

ible and its inverse is uniformly continuous on X. We define the completely

continuous operator f : X → X by

f(x) = (I − U)−1B(x), for x ∈ X.
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Our proof consists of three steps.

Step 1. There exists a convex closed and bounded subset D of X such that

f(D) ⊂ D.

For each z ∈ X we define the operator Uz : X → X by

Uz(x) = U(x) + z,

and Umz = (Uz)m, for m ∈ N. Then, from [16, Theorem 10], it follows that Uz
admits a unique fixed point being (I − U)−1(z) and we have:

• the sequence {Umz (x)}∞m=1 converges to (I − U)−1(z) for all x ∈ X,

that is,

(3.1) lim
m→∞

‖Umz (x)− (I − U)−1(z)‖ = 0,

• there exists α > 1 such that

(3.2) ‖Umz (x0)− x0‖ ≤ α‖z‖, for all m ∈ N,

where x0 is the unique fixed point of U .

Next, it follows from assumption (b) that there exists ρ1 > 0 satisfying

(3.3) ‖B(x)‖ < 1

2α
‖x− x0‖

provided that ‖x − x0‖ > ρ1. Then we choose a positive constant ρ such that

ρ > ρ1 + α(1 + β) + 2, where β = sup{‖Bx‖ : x ∈ X with ‖x− x0‖ ≤ ρ1}. It is

necessary to note that β 6=∞ thanks to complete continuity of the operator B.

Now we set D = {x ∈ X : ‖x−x0‖ ≤ ρ}. Then D is a convex closed bounded

subset of X. Moreover, it is not difficult to prove that UmB(x)(x0) ∈ D, for all

x ∈ D. Consequently, passing to the limit as m → ∞ and using (3.1) we have

f(D) = (I − U)−1B(D) ⊂ D.

Step 2. Let fD be the restriction of f on D. We will show that

Fix(U + B) = Fix(fD).

For this, it is sufficient to prove that if x is a fixed point of U + B then x ∈ D.

Indeed, if x ∈ Fix(U + B) then x is also the unique fixed point of UB(x) and

(3.4) lim
m→∞

UmB(x)(x0) = x.

By letting m→∞ in (3.2), we obtain ‖x− x0‖ ≤ α‖Bx‖. If ‖x− x0‖ > ρ then

‖x− x0‖ < ‖x− x0‖/2. This contradiction implies that Fix(U + B) ⊂ D.

Step 3. It follows from Step 1 and Schauder’s fixed point theorem that

Fix(fD) 6= ∅. Now we put fn = (I − U)−1Bn. Then fn is clearly completely

continuous. On the other hand, since (I − U)−1 is uniformly continuous on X,
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for each n ∈ N, there exists δn ∈ (0, 1/2) and δn → 0 such that for all x, y ∈ X
and ‖x− y‖ < δn we have

(3.5) ‖(I − U)−1(x)− (I − U)−1(y)‖ < 1

n
.

From assumption (b) (ii) there exists a subsequence of {Bn} which is still denoted

by Bn such that

(3.6) sup
x∈D
‖Bn(x)− B(x)‖ < δn.

Combining (3.5) and (3.6) we deduce ‖fn(x)− f(x)‖ < 1/n, for all x ∈ D.

Finally it is noted that, for y ∈ X satisfying ‖y‖ < 1/n, the equation x =

fn(x) + y is equivalent to the equation

(3.7) x = U(x− y) + Bn(x) + y.

In order to prove the existence of a solution for equation (3.7), by assump-

tion (iii), we need only to check that this equation has at least one solution. For

this purpose we consider the operator F : X → X defined by F(x) = U(x−y)+y.

Then it is easy to see that F is a k-contraction operator and x0 +y is the unique

fixed point of F . Moreover, if z ∈ X then we have

Fmz (x) = Umz (x− y) + y,

for all m ∈ N∗ and for all x ∈ X. Hence, it follows from (3.2) that

‖FmBn(x)(x0 + y)− x0‖(3.8)

= ‖UmBn(x)(x0) + y − x0‖ ≤ ‖UmBn(x)(x0)− x0‖+ ‖y‖

≤α‖Bn(x)‖+ 1 ≤ α‖Bn(x)− B(x)‖+ α‖B(x)‖+ 1.

Combining (3.6) and (3.8), we get

‖FmBn(x)(x0 + y)− x0‖ ≤
α

2
+ α‖B(x)‖+ 1.

We consider two cases:

Case 1. ‖x− x0‖ ≤ ρ1. In this case we have

‖FmBn(x)(x0 + y)− x0‖ ≤
α

2
+ αβ + 1 < ρ.

Case 2. ρ1 < ‖x− x0‖ ≤ ρ. Then we have ρ/2 > α/2 + 1. Hence

‖FmBn(x)(x0 + y)− x0‖ ≤
α

2
+
‖x− x0‖

2
+ 1 < ρ.

This implies that (I − F)−1Bn(D) ⊂ D. By using again Schauder’s fixed point

theorem, F + Bn has a fixed point x ∈ D which is a solution of equation (3.7).

Therefore, by applying Lemma 3.2, the proof of the theorem is complete. �
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Corollary 3.3. Let X = C([a, b];E) be the Banach space of all continuous

functions on [a, b] taking values in a Banach space (E; | · |) and endowed with

the sup norm ‖ · ‖. Let U : X → X be a k-contraction operator, B : X → X be

a completely continuous operator such that

lim
‖x‖→∞

‖B(x)‖
‖x‖

= 0.

Assume that there exist t0 ∈ [a, b] and e0 ∈ E satisfying the following conditions:

(a) B(x)(t0) = e0 for all x ∈ X,

(b) for any ε > 0, if x|Iε = y|Iε , then U(x)|Iε = U(y)|Iε and B(x)|Iε =

B(y)|Iε , where Iε = [a, b] ∩ [t0 − ε, t0 + ε].

Then Fix(U + B) is an Rδ-set.

Proof. For each n ∈ N, we define bn : [a, b]→ [a, b] by

bn(t) =


t0 if |t− t0| ≤

1

n
,

t− 1

n|t− t0|
(t− t0) if |t− t0| ≥

1

n
,

and consider the operator Bn : X → X defined by

Bn(x)(t) = B(x)(bn(t)), t ∈ [a, b].

First, we will prove that Bn is completely continuous and for each bounded set

D in X we have

lim
n→∞

sup
x∈D
‖Bn(x)− B(x)‖ = 0.

It is not difficult to see that Bn is continuous.

Now, let D be a bounded subset of X. Since B is completely continuous the

set B(D) is relatively compact. Hence, for every t ∈ [a, b],

Bn(D)(t) := {Bn(x)(t) = B(x)(bn(t)) : x ∈ D}

is also relatively compact. On the other hand, thanks to the equicontinuity of

B(D) we deduce that for any ε > 0, there exists δ > 0 such that

(3.9) |B(x)(t1)− B(x)(t2)| < ε,

for all x ∈ D and for all t1, t2 ∈ [a, b] satisfying |t1 − t2| < δ. By the uniform

continuity of bn on [a, b], we can choose δ′ > 0 such that |bn(t1) − bn(t2)| < δ

if |t1 − t2| < δ′. This implies that Bn(D) is equicontinuous on [a, b]. Therefore,

Bn(D) is relatively compact. And so Bn is completely continuous on X. Now

we choose n0 ∈ N such that 1/n0 < δ. Since |bn(t) − t| < 1/n, for all t ∈ [a, b]

we deduce that

|Bn(x)(t)− B(x)(t)| = |B(x)(bn(t))− B(x)(t)| < ε
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for all x ∈ D, t ∈ [a, b] and for all n ≥ n0. This implies

sup
x∈D
‖Bn(x)− B(x)‖ ≤ ε, for all n ≥ n0.

Next, it is necessary to note that, for y ∈ X such that ‖y‖ < 1/n, the

perturbed equation x = U(x − y) + Bn(x) + y is equivalent to the equation

fn(x) = y, where

fn = I − (I − U)−1Bn, n ∈ N.

Let x ∈ X and t ∈ I1/n be arbitrary. It follows from assumption (a) that

Bn(x)(t) = B(x)(bn(t)) = B(x)(t0) = e0.

And by using (b), this implies

UBn(x)(0)(t) = U(0)(t) + Bn(x)(t) = U(0)(t) + e0 =: e(t).

Then we have

U2
Bn(x)(0)(t) = U(UBn(x)(0))(t) + Bn(x)(t) = U(e)(t) + e0 = Ue0(e)(t),

where e0(t) := e0 for all t ∈ [a, b]. Similarly, it is easy to obtain the equality

Um+1
Bn(x)(0)(t) = Ume0 (e)(t).

So, by passing to the limit as m→∞,

(3.10) (I − U)−1Bn(x)(t) = (I − U)−1(e0)(t),

for all x ∈ X and t ∈ I1/n. Now let k ∈ {2, 3, . . .} and let x, z ∈ X satisfy the

condition x(t) = z(t), for all t ∈ I(k−1)/n. We shall prove that, for all m ∈ N,

UmBn(x)(e0)
∣∣
Ik/n

= UmBn(z)(e0)
∣∣
Ik/n

.

Indeed, we first note that if t ∈ Ik/n then bn(t) ∈ I(k−1)/n by |bn(t) − t0| =

|t− t0| − 1/n. Hence,

Bn(x)(t) = B(x)(bn(t)) = B(z)(bn(t)) = Bn(z)(t),

for all t ∈ Ik/n. This implies that

UBn(x)(e0)(t) = UBn(z)(e0)(t), for all t ∈ Ik/n.

A simple inductive argument implies that

UmBn(x)(e0)(t) = UmBn(z)(e0)(t), for all t ∈ Ik/n.

By passing to the limit as m→∞, we obtain

(I − U)−1Bn(x)(t) = (I − U)−1Bn(z)(t),

for all t ∈ Ik/n. So we have proved that

(3.11) x|I(k−1)/n
= z|I(k−1)/n

⇒ ((I −U)−1Bn(x))|Ik/n = ((I −U)−1Bn(z))|Ik/n .
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Finally, it is sufficient to prove that fn is injective for all n ∈ N. In fact, assume

that for some x, z ∈ X we have fn(x) = fn(z). This implies that

x− z = (I − U)−1Bn(x)− (I − U)−1Bn(z).

By combining (3.10) and (3.11), we deduce that x = z. �

4. Structure of the solution set on the half-line

4.1. Notations. In this section, for σ ≥ 0, we use the notations

Nσ := {n ∈ N : n > σ}, Rσ := [σ,+∞)

and the following functional spaces:

• Cσ = C([−r, σ];E) is the Banach space of all continuous functions

ϕ : [−r, σ]→ E

with the norm ‖ϕ‖σ = sup{|ϕ(t)| : t ∈ [−r, σ]}.
• C∞ = C([−r,∞);E) is the Fréchet space endowed with the family of

seminorms {‖ · ‖n}∞n=1.

• Xσ,n = C([σ, n];E) is the Banach space of all continuous functions

x : [σ, n]→ E with the norm

pσ,n(x) = sup
t∈[σ,n]

|x(t)|, x ∈ Xσ,n.

• Xσ = C([σ,+∞);E) is the Fréchet space endowed with the family of

seminorms {pσ,n}∞n=1.

It is well known that C∞ and Xσ are metrizable with the metrics given respec-

tively by

ρ(x, y) =

∞∑
n∈Nσ

2−n
‖x− y‖n

1 + ‖x− y‖n
, x, y ∈ C∞,

and

d(x, y) =

∞∑
n∈Nσ

2−n
pσ,n(x− y)

1 + pσ,n(x− y)
, x, y ∈ Xσ.

Other notations. Let σ ≥ 0 and ϕ ∈ Cσ.

• For x ∈ Xσ,n (resp. x ∈ Xσ), we put

xϕ(t) =

x(t) + ϕ(σ)− x(σ), t ∈ [σ, n],

ϕ(t), t ∈ [−r, σ],or resp. xϕ(t) =

x(t) + ϕ(σ)− x(σ), t ≥ σ,
ϕ(t), t ∈ [−r, σ]

 .

Then it is clear that xϕ ∈ Cn (resp. xϕ ∈ C∞).
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• For t ∈ R+ and x ∈ Xσ,n (resp. x ∈ Xσ) we shall denote by ξϕ the map

(t, x) 7→ ξϕ(t, x) = (t, xϕ(t), xϕt ).

• Finally, if θ ∈ Cσ (resp. θ ∈ C∞) then, for each t ∈ [0, σ] (resp. t ∈
[0,∞)), we shall denote by θt the C0-function defined by

θt(s) = θ(t+ s), s ∈ [−r, 0].

4.2. Some preliminaries and hypotheses. First we have the following

lemmas. Their proofs are straightforward and we will omit them.

Lemma 4.1. For every n ∈ Nσ and x, y ∈ Xσ,n we have:

(a) ‖xϕ‖n ≤ 2pσ,n(x) + ‖ϕ‖σ,

(b) |xϕ(t)− yϕ(t)| ≤ 2pσ,n(x− y), for all t ∈ [−r, n],

(c) ‖xϕt − y
ϕ
t ‖0 ≤ 2pσ,n(x− y), for all t ∈ [0, n],

(d) ‖xϕt ‖0 ≤ 2pσ,n(x) + ‖ϕ‖σ, for all t ∈ [0, n].

Lemma 4.2. The map ξϕ is continuous from R+ ×Xσ,n into R+ × E × Cn
(resp. from R+ ×Xσ into R+ × E × C∞). Moreover, we have

‖ξϕ(t, x)‖ ≤ t+ 4pσ,n(x) + 2‖ϕ‖σ,

for (t, x) ∈ R+ ×Xσ,n (resp. for (t, x) ∈ R+ ×Xσ and for all n ∈ Nσ).

Remark 4.3. In Lemma 4.2 as well as throughout this section the norm on

a product space M1 × . . .×Mk is always denoted by ‖ · ‖ and is defined by

‖(m1, . . . ,mk)‖ =

k∑
i=1

‖mi‖i,

where ‖ · ‖i is the norm on Mi.

In order to study the topological structure of mild solution set for problem

(1.1) we make the following assumptions:

(H1) A generates an analytic semigroup {T (t)}t≥0 such that 0 ∈ ρ(A) and

T (t) is compact for each t > 0.

(H2) The function f : R+ × E × C0 → E satisfies the following conditions:

(i) the map t 7→ f(t, x, y) is measurable, for all (x, y) ∈ E × C0,

(ii) the map (x, y) 7→ f(t, x, y) is continuous for almost every t ∈ R+,

(iii) there exists a constant q1 ∈ [0, q) such that for each C > 0, there is

a nonnegative function rC ∈ L1/q1(R+) and if (x, y) ∈ E × C0 with

‖(x, y)‖ ≤ C then |f(t, x, y)| ≤ rC(t) for almost every t ∈ R+,

(iv) for any bounded subset J of R+ we have

lim
‖(x,y)‖→∞

|f(t, x, y)|
‖(x, y)‖

= 0,

uniformly in t ∈ J .
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(H3) h : R+ × E × C0 → E is continuous. Further, there exists a constant

β ∈ (0, 1) and a sequence {Hn > 0 : n ∈ N} with

Hn

(
(M + 1)‖A−β‖L(E) +

nβqΓ(1 + β)C1−β

βΓ(1 + βq)

)
<

1

4
,

such that h ∈ D(Aβ) and, for any (x, y), (x′, y′) ∈ E × C0, the func-

tion Aβh( · , x, y) is measurable and Aβh(t, · , · ) satisfies the Lipschitz

condition

|Aβh(t, x, y)−Aβh(t, x′, y′)| ≤ Hn(|x− x′|+ ‖y − y′‖0),

for almost every t ∈ [0, n].

4.3. Main result.

Theorem 4.4. Let (H1)–(H3) hold. Then the mild solution set S of problem

(1.1) is an Rδ-set.

In order to prove Theorem 4.4 we first consider the operators

Ûn, B̂n : X0,n → X0,n

defined, for all t ∈ [0, n], by

Ûny(t) = Sq(t)[ψ(0)− h(ξψ(0, y))] + h(ξψ(t, y))

+

∫ t

0

(t− s)q−1ATq(t− s)h(ξψ(s, y)) ds,

B̂ny(t) =

∫ t

0

(t− s)q−1Tq(t− s)f(ξψ(s, y)) ds.

Lemma 4.5. For each n ∈ N we have

p0,n(Ûn(x)− Ûn(y)) ≤ knp0,n(x− y),

for all x, y ∈ X0,n, where

kn = 4Hn

(
(M + 1)‖A−β‖L(E) +

nβqΓ(1 + β)C1−β

βΓ(1 + βq)

)
.

Proof. Let x, y ∈ X0,n. For every t ∈ [0, n], we have

|Ûnx(t) − Ûny(t)|

≤ |Sq(t)[h(ξψ(0, x))− h(ξψ(0, y))]|+ |[h(ξψ(t, x))− h(ξψ(t, y))]|

+

∣∣∣∣ ∫ t

0

(t− s)q−1ATq(t− s)[h(ξψ(s, x))− h(ξψ(s, y))] ds

∣∣∣∣.
Hence, by applying Lemma 2.2, assumption (H3) and Lemma 4.1 we get

|Ûnx(t) − Ûny(t)|

≤MHn‖A−β‖L(E)(|xψ(0)− yψ(0)|+ ‖xψ0 − y
ψ
0 ‖0)
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+Hn‖A−β‖L(E)(|xψ(t)− yψ(t)|+ ‖xψt − y
ψ
t ‖0)

+

∣∣∣∣ ∫ t

0

(t− s)q−1A1−βTq(t− s)t[Aβh(ξψ(s, x))−Aβh(ξψ(s, y))] ds

∣∣∣∣
≤ 4Hn(M + 1)‖A−β‖L(E)p0,n(x− y)

+

[
4Hn

qC1−βΓ(1 + β)

Γ(1 + qβ)

∫ t

0

(t− s)qβ−1 ds
]
p0,n(x− y)

≤ knp0,n(x− y).

This implies that p0,n(Ûn(x)− Ûn(y)) ≤ knp0,n(x− y). �

Lemma 4.6. The operator B̂n is completely continuous and satisfies the re-

lation

lim
p0,n(x)→∞

p0,n(B̂n(x))

p0n(x)
= 0.

Proof. The proof of this lemma consists of several steps.

Step 1. B̂n is continuous.

Indeed, assume that (xk) is a sequence in X0,n converging to x ∈ X0,n. Put

G = {xk : k ∈ N} ∪ {x}. Since ξψ([0, n]×G) is compact there is a nonnegative

function rG ∈ L1/q1(R+) such that |f(ξψ(s, y))| ≤ rG(s) for all y ∈ G and for

almost every s ∈ [0, n] by using (H2) (iii). This implies

|f(ξψ(s, xk))− f(ξψ(s, x))| ≤ 2rG(s),

for all k ∈ N and for almost every s ∈ [0, n]. On the other hand, it follows from

the continuity of ξψ and assumption (H2) (ii) that f(ξψ(s, xk)) − f(ξψ(s, x))

converges to 0, for almost every s ∈ [0, n]. Hence, by the Lebesgue dominated

convergence theorem,

lim
k→∞

∫ n

0

∣∣f(ξψ(s, xk))− f(ξψ(s, x))
∣∣1/q1ds = 0.

From Lemma 2.2 and Hölder’s inequality we get

|B̂nxk(t) − B̂nx(t)|

=

∣∣∣∣ ∫ t

0

(t− s)q−1Tq(t− s)[f(ξψ(s, xk))− f(ξψ(s, x))] ds

∣∣∣∣
≤ qM

Γ(1 + q)

∫ t

0

(t− s)q−1[f(ξψ(s, xk))− f(ξψ(s, x))] ds

≤ qM

Γ(1 + q)

(∫ t

0

(t− s)(q−1)/(1−q1) ds
)1−q1

×
(∫ t

0

|f(ξψ(s, xk))− f(ξψ(s, x))|1/q1(s) ds

)q1
≤ qMnq−q1

Γ(1 + q)

(
1− q1
q − q1

)1−q1
‖f(ξψ( · , xk))− f(ξψ( · , x))‖L1/q1 (0,n),
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for all t ∈ [0, n]. Here we used the following estimate:(∫ t

0

(t− s)(q−1)/(1−q1) ds
)1−q1

= tq−q1
(

1− q1
q − q1

)1−q1
≤ nq−q1

(
1− q1
q − q1

)1−q1
.

Hence p0,n(B̂nxk − B̂nx) converges to 0 when k →∞. Therefore, B̂n is continu-

ous.

Step 2. B̂n is compact.

Let Q be a bounded subset of X0n. By using Lemma 4.2, the set ξψ([0, n]×Q)

is bounded. Hence there is a nonnegative function rQ ∈ L1/q1(R+) such that

|f(ξψ(t, x))| ≤ rQ(t),

for all x ∈ Q and for almost every t ∈ [0, n], by using again (H2) (iii).

For x ∈ Q and 0 ≤ t1 < t2 ≤ n, we have

|B̂nx(t2)− B̂nx(t1)| =
∣∣∣∣ ∫ t2

0

(t2 − s)q−1Tq(t2 − s)f(ξψ(s, x)) ds

−
∫ t1

0

(t1 − s)q−1Tq(t1 − s)f(ξψ(s, x)) ds

∣∣∣∣ ≤ I1 + I2 + I3,

where

I1 =

∣∣∣∣ ∫ t2

t1

(t2 − s)q−1Tq(t2 − s)f(ξψ(s, x)) ds

∣∣∣∣,
I2 =

∣∣∣∣ ∫ t1

0

[(t2 − s)q−1 − (t1 − s)q−1]Tq(t2 − s)f(ξψ(s, x)) ds

∣∣∣∣,
I3 =

∣∣∣∣ ∫ t1

0

(t1 − s)q−1[Tq(t2 − s)− Tq(t1 − s)]f(ξψ(s, x)) ds

∣∣∣∣.
Estimate I1. By using Lemma 2.2 and Hölder’s inequality, we have

I1 ≤
qM

Γ(1 + q)

(
1− q1
q − q1

)1−q1
‖rQ‖L1/q1 (0,n)(t2 − t1)q−q1 .

Estimate I2. We shall use the following inequality:

(aα − bα)γ ≤ aαγ − bαγ , for all 0 < a < b, α < 0, γ > 1.

In order to prove this inequality we note that the the function j(t) = (tα−1)γ −
tαγ + 1 is increasing on (0, 1] by

j′(t) = αγ[(tα − 1)γ−1tα−1 − tαγ−1] ≥ 0, for all t ∈ (0, 1].

Hence j(t) ≤ j(1) = 0 which implies that (tα − 1)γ ≤ tαγ − 1. Let t = a/b then

we obtain the desired inequality.

By using the above inequality, Lemma 2.2 and Hölder’s inequality, we get

I2 ≤
qM

Γ(1 + q)
‖rQ‖L1/q1 (0,n)

(∫ t1

0

[(t2 − s)q−1 − (t1 − s)q−1]1/(1−q1) ds

)1−q1
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≤ qM

Γ(1 + q)

(
1− q1
q − q1

)1−q1
‖rQ‖L1/q1 (0,n)

(
t
(q−q1)/(1−q1)
1

− t(q−q1)/(1−q1)2 + (t2 − t1)(q−q1)/(1−q1)
)1−q1

≤ qM

Γ(1 + q)

(
1− q1
q − q1

)1−q1
‖rQ‖L1/q1 (0,n)(t2 − t1)q−q1 .

Estimate I3. Without loss of generality we assume that t1 > 0. For ε > 0

small enough, we have

I3 ≤
∫ t1−ε

0

(t1 − s)q−1
∣∣Tq(t2 − s)f(ξψ(s, x))− Tq(t1 − s)f(ξψ(s, x))

∣∣ ds
+

∫ t1

t1−ε
(t1 − s)q−1

∣∣Tq(t2 − s)f(ξψ(s, x))− Tq(t1 − s)f(ξψ(s, x))
∣∣ ds

≤
(

1− q1
q − q1

)1−q1
‖rQ‖L1/q1[0,n]

[
2qMε1−q1

Γ(1 + q)

+
(
t
(q−q1)/(1−q1)
1 − ε(q−q1)/(1−q1)

)1−q1
sup

s∈[0,t1−ε]
‖Tq(t2 − s)− Tq(t1−s)‖L(E)

]
.

Since T (t) is compact, and from Lemma 2.2, it follows that Tq(t) (t > 0) is

continuous in t in the uniform operator topology. Hence I3 converges to zero

independently of x ∈ Q as t2 − t1 → 0 and ε→ 0.

Combining the above estimates, we can conclude that {B̂nx : x ∈ Q} is

equicontinuous.

For each t ∈ [0, n] we put K(t) = {B̂nx(t) : x ∈ Q}. It is sufficient to prove

the relative compactness in E of K(t). For this, for ε ∈ (0, t) and δ > 0, we

define an operator B̂εn on Q by

B̂εnx(t) =

∫ t−ε

0

∫ ∞
δ

qθ(t− s)q−1φq(θ)T [(t− s)qθ]f(ξψ(s, x)) dθ ds,

for x ∈ Q and t ∈ [0, n]. It is not difficult to see that

B̂εnx(t) = T (εqδ)q

∫ t−ε

0

∫ ∞
δ

θ(t− s)q−1φq(θ)T [(t− s)qθ − εqδ]f(ξψ(s, x)) dθ ds.

By using the assumptions on f and the boundedness of Q, it follows that the set{
q

∫ t−ε

0

∫ ∞
δ

θ(t− s)q−1φq(θ)T [(t− s)qθ − εqδ]f(ξψ(s, x)) dθ ds : x ∈ Q
}

is bounded in E. Then, from the compactness of T (εqδ), we can claim that

Kε(t) = {B̂εnx(t) : x ∈ Q} is relatively compact in E. On the other hand, since

Tq(t)y = q

∫ ∞
0

θφ(θ)T (tqθ)y dθ, y ∈ E,

we deduce that, for every x ∈ Q,

|B̂nx(t) − B̂εnx(t)| = q

∣∣∣∣ ∫ t

0

∫ δ

0

θ(t− s)q−1φq(θ)T ((t− s)qθ)f(ξψ(s, x)) dθ ds
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+

∫ t

0

∫ ∞
δ

θ(t− s)q−1φq(θ)T ((t− s)qθ)f(ξψ(s, x)) dθ ds

−
∫ t−ε

0

∫ ∞
δ

θ(t− s)q−1φq(θ)T [(t− s)qθ]f(ξψ(s, x)) dθ ds

∣∣∣∣
≤ q
∣∣∣∣ ∫ t

0

∫ δ

0

θ(t− s)q−1φq(θ)T ((t− s)qθ)f(ξψ(s, x)) dθ ds

∣∣∣∣
+ q

∣∣∣∣ ∫ t

t−ε

∫ ∞
δ

θ(t− s)q−1φq(θ)T [(t− s)qθ]f(ξψ(s, x)) dθ ds

∣∣∣∣
≤ q(J1 + J2).

By using Hölder’s inequality, we estimate J1 and J2 as follows:

J1 ≤M
(∫ t

0

(t− s)q−1rQ(s) ds

)(∫ δ

0

θφq(θ) dθ

)
≤M

(∫ t

0

(t− s)(q−1)/(1−q1) ds
)1−q1(∫ t

0

r
1/q1
Q (s) ds

)q1(∫ δ

0

θφq(θ) dθ

)
≤M

(
1− q1
q − q1

)1−q1
nq−q1‖rQ‖L1/q1 [0,n]

(∫ δ

0

θφq(θ) dθ

)
,

and

J2 ≤M
(∫ t

t−ε
(t− s)q−1rQ(s) ds

)(∫ ∞
δ

θφq(θ) dθ

)
≤M

(∫ t

t−ε
(t− s)(q−1)/(1−q1) ds

)1−q1(∫ t

t−ε
r
1/q1
Q (s) ds

)q1(∫ ∞
δ

θφq(θ) dθ

)
≤M

(
1− q1
q − q1

)1−q1
εq−q1‖rQ‖L1/q1 [0,n]

(∫ ∞
0

θφq(θ) dθ

)
.

Combining above inequalities and noting that∫ ∞
0

θφq(θ) dθ =
1

Γ(q + 1)

(see [28]), we obtain

|B̂nx(t)− B̂εnx(t)|

≤ qM
(

1− q1
q − q1

)1−q1
‖rQ‖L1/q1 [0,n]

[
nq−q1

∫ δ

0

θφq(θ) dθ +
εq−q1

Γ(1 + q)

]
.

Hence there are relatively compact sets arbitrarily close to the set K(t). So K(t)

is also relatively compact in E.

Step 3. Let ε > 0. It follows from (H2) (iv) that there exists a positive

constant C such that

|f(t, x, y)| ≤ Γ(1 + q)ε

4Mnq
‖(x, y)‖,
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for all t ∈ [0, n] and for all (x, y) ∈ E×C0 with ‖(x, y)‖ > C. Let rC ∈ L1/q1(R+)

be a nonnegative function satisfying

|f(t, x, y)| ≤ rC(t), for a.e. t ∈ R+,

provided that ‖(x, y)‖ ≤ C. Hence, for all (x, y) ∈ E × C0,

|f(t, x, y)| ≤ rC(t) +
Γ(1 + q)ε

4Mnq
‖(x, y)‖, a.e. t ∈ [0, n].

By using Lemma 4.1, for x ∈ X0,n and t ∈ [0, n], we have

|B̂nx(t)| ≤ qM

Γ(1 + q)

∫ t

0

(t− s)q−1|f(ξψ(s, x))| ds

≤ qM

Γ(1 + q)

∫ t

0

(t− s)q−1
[
rC(s) +

Γ(1 + q)ε

4Mnq
(|xψ(s)|+ ‖xψs ‖n)

]
ds

≤ qM

Γ(1 + q)

∫ t

0

(t− s)q−1
[
rC(s) +

Γ(1 + q)ε

4Mnq
(4p0,n(x) + 2‖ψ‖0)

]
ds

≤ qM

Γ(1 + q)

[(
1− q1
q − q1

)1−q1
nq−q1‖rC‖L1/q1 [0,n]

+
Γ(1 + q)ε

4qM
(4p0,n(x) + 2‖ψ‖0)

]
≤ εp0,n(x) +

qM

Γ(1 + q)

(
1− q1
q − q1

)1−q1
nq−q1‖rC‖L1/q1 [0,n] +

ε

2
‖ψ‖0.

So lim
p0,n(x)→∞

p0,n(B̂n(x))/p0,n(x) ≤ ε. This shows that

lim
p0,n(x)→∞

p0,n(B̂n(x))

p0,n(x)
= 0

because ε is arbitrary. �

Lemma 4.7. Let (H1)–(H3) hold. Then, for every n ∈ N, the set of fixed

points of operator Ûn + B̂n, denoted by Fix(Ûn + B̂n), is Rδ.

Proof. It is clear that B̂nx(0) = 0 for all x ∈ X0,n. Let ε ∈ (0, n]. Assume

that x, y ∈ X0,n and satisfy

x|Iε = y|Iε , Iε = [0, n] ∩ [−ε, ε] = [0, ε].

By definition of xψ and yψ, we have xψ(t) = yψ(t) and xψt = yψt for all t ∈ Iε.
This implies

Ûn(x)|Iε = Ûn(y)|Iε , B̂n(x)|Iε = B̂n(y)|Iε .
So it follows from Lemmas 4.5, 4.6 and Corollary 3.3 that Fix(Ûn + B̂n) is Rδ.�

Next, for σ ≥ 0 and ϕ ∈ Cσ, we consider two operators Uϕσ ,Bϕσ : Xσ → Xσ

defined respectively by

Uϕσ x(t) =Sq(t)[ϕ(0)− h(ξϕ(0, x))] + h(ξϕ(t, x))
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+

∫ t

0

(t− s)q−1ATq(t− s)h(ξϕ(s, x)) ds,

Bϕσx(t) =

∫ t

0

(t− s)q−1Tq(t− s)f(ξϕ(s, x)) ds,

for all t ≥ σ. We denote by

• Σϕσ =Fix(Uϕσ + Bϕσ ) the set of fixed points of Uϕσ + Bϕσ ,

• S the mild solution set of problem (1.1).

Lemma 4.8. Suppose that Σψ0 6= ∅. The map Π: (Σψ0 , d)→ (S, ρ) defined by

Π(x) = xψ is an isometry.

Proof. Let x ∈ Σψ0 . It is easy to see that x(0) = ψ(0) which impliesx(t) for t ≥ 0,

ψ(t) for t ∈ [−r, 0].

Hence xψ ∈ S. On the other hand, if y ∈ S then the restriction x of y on [0,∞) is

an element of Σψ0 and satisfies xψ = y. Further, it is clear that Π is an injection.

Finally, if x, y ∈ Σψ0 then ‖xψ − yψ‖n = p0,n(x − y), for all n ∈ N. Hence Π is

an isometry. �

Finally, we shall prove Theorem 4.4.

Proof of Theorem 4.4. By Lemma 4.8, we need only to prove that Σψ0 is

an Rδ-set.

Step 1. We shall prove that Σϕσ 6= ∅ for any σ ≥ 0 and ϕ ∈ Cσ.

Similarly as the proofs of Lemmas 4.5 and 4.6, we can deduce that, for each

n ∈ Nσ,

pσ,n(Uϕσ (x)− Uϕσ (y)) ≤ knpσ,n(x− y), for all x, y ∈ Xσ,

lim
pσ,n(x)→∞

pσ,n(Bϕσ (x))

pσ,n(x)
= 0.

Now we will check the complete continuity of the operator Bϕσ . Let (xm)

be a sequence in Xσ converging to x ∈ Xσ. Let n ∈ Nσ be fixed and put

G = {xm : m ∈ N} ∪ {x}. It is clear that G is bounded in Xσ with respect to

the seminorm pσ,n. By using Lemma 4.2, we can deduce that ξϕ([σ, n] × G) is

also bounded in R+ × E × C∞. Here we use the seminorm ‖ · ‖n on C∞. Then,

similarly as in Step 1 in the proof of Lemma 4.6 we can show that

lim
m→∞

p0n(Bϕσxm − Bϕσx) = 0.

Since n is arbitrary it shows that Bϕσ is continuous.

It remains to show that Bϕσ maps bounded sets into relatively compact sets.

To prove this fact we note that (see [17, Proposition 1]), for a bounded set Ω
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in Xσ, the set Bϕσ (Ω) is relatively compact in Xσ if and only if for each n ∈ N,

we have

• {Bϕσ (x)|[0,n] : x ∈ Ω} is equicontinuous in X0,n, and

• {Bϕσx(t) : x ∈ Ω} is relatively compact in E for arbitrary t ∈ [0, n].

But these claims can be proved by using similar arguments as in Step 2 in the

proof of Lemma 4.6. Therefore the operator Bϕσ is completely continuous. So it

follows from Lemma 2.4 that

Σϕσ = Fix(Uϕσ + Bϕσ ) 6= ∅.

Step 2. For each n ∈ N, the set Λn = {x|[0,n] : x ∈ Σψ0 } is Rδ.

First we shall prove the relation Λn = Fix(Ûn + B̂n). Indeed, it is easy to

check that if y = x|[0,n] ∈ Λn with x ∈ Σψ0 , then y belongs to Fix(Ûn+ B̂n). Now

let y ∈ Fix(Ûn + B̂n). Then yψ ∈ Cn. It follows from Step 1 that

Σy
ψ

n = Fix(Uy
ψ

n + By
ψ

n ) 6= ∅.

Hence there exists x∗ ∈ Σy
ψ

n . Define the function x : [0,∞)→ E by

x(t) =

y(t) for t ∈ [0, n],

x∗(t) for t ≥ n.

Then it is not difficult to check that x ∈ σψ0 and x|[0,n] = y. This shows that

y ∈ Λn. Therefore

Λn = Fix(Ûn + B̂n).

Finally we apply Lemma 4.7 to obtain the Rδ property of Λn.

Step 3. Since Σψ0 is inverse limit of Λn it follows from [13, Theorem 3.9] that

Σψ0 is an Rδ-set. �
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