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POSITIVE SOLUTIONS

TO p-LAPLACE REACTION-DIFFUSION SYSTEMS

WITH NONPOSITIVE RIGHT-HAND SIDE

Mateusz Maciejewski

Abstract. The aim of the paper is to show the existence of positive so-

lutions to the elliptic system of partial differential equations involving the

p-Laplace operator
−∆pui(x) = fi(u1(x), u2(x), . . . , um(x)), x ∈ Ω, 1 ≤ i ≤ m,
ui(x) ≥ 0, x ∈ Ω, 1 ≤ i ≤ m,
u(x) = 0, x ∈ ∂Ω.

We consider the case of nonpositive right-hand side fi, i = 1, . . . ,m. The
sufficient conditions entails spectral bounds of the matrices associated with

f = (f1, . . . , fm). We employ the degree theory from [5] for tangent per-

turbations of maximal monotone operators in Banach spaces.

1. Introduction

In the recent paper [5] the following nonlinear boundary value problem was

discussed:

(1.1)


−∆pu(x) = f(x, u(x)), x ∈ Ω,

u(x) ≥ 0, x ∈ Ω,

u(x) = 0, x ∈ ∂Ω,
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where Ω ⊂ RN (N ≥ 1) is a bounded domain with a smooth boundary ∂Ω, for

p ≥ 2, ∆pu = div(|∇u|p−2∇u) is called the p-Laplace operator or p-Laplacian

and f : Ω × [0,+∞) → R is a Carathéodory function, which is not necessarily

positive. The authors, exploiting the idea originated in [4], introduced the topo-

logical degree DegM for mappings that are tangent to the set of constraints M

and they applied it to obtain sufficient conditions under which the problem (1.1)

possesses at least one weak solution:

Theorem 1.1. Suppose that the following conditions are satisfied:

(a) there is C > 0 such that |f(x, s)| ≤ C(1+sp−1) for all s ≥ 0 and alomost

all x ∈ Ω,

(b) lim
s→0+

f(x, s)

sp−1
= ρ0(x) and lim

s→∞

f(x, s)

sp−1
= ρ∞(x) uniformly with respect

to x ∈ Ω,

where ρ0, ρ∞ ∈ L∞(Ω). If the principal eigenvalue λ1,p of p-Laplacian lies be-

tween ρ0 and ρ∞, i.e. either ρ0 < λ1,p < ρ∞ or ρ∞ < λ1,p < ρ0 almost ev-

erywhere, then the problem (1.1) admits at least one nontrivial weak solution

u ∈W 1,p
0 (Ω).

The question we are concerned with is whether or not the results obtained

in [5] can be generalised to the case of the system of equations of the type (1.1).

In this paper we are focused on an autonomous case. Let us consider the system

(1.2)


−∆pu(x) = f(u(x)), x ∈ Ω,

ui(x) ≥ 0, x ∈ Ω, 1 ≤ i ≤ m,
u(x) = 0, x ∈ ∂Ω,

where u = (u1, . . . , um), ∆pu = (∆pu1, . . . ,∆pum) and f : [0,+∞)m → Rm

is a continuous function. The problem was investigated in [14] for p = 2 and

a multivalued right-hand side. The existence of a positive solutions to systems

involving p-Laplacian has been investigated by means of a topological approach,

for example [2], [12], [13], [15], [19], as well as of a variational approach, for

example [1], [18]. In all these papers, the right-hand side of the quasilinear

elliptic system is assumed to be nonnegative. It seems this assumption is present

in most of the articles related to the subject. One of the goals of our paper is to

drop this assumption in favour of a weaker one.

Let us denote by θ the real function θ : R 3 s 7→ |s|p−2s and let Θ = θ×. . .×θ
be the Cartesian product of m copies of θ.

The following assumption reflects the assumption (b) of Theorem 1.1 from

the one-dimensional case:

(1.3) f(u) = D0Θ(u) + o0(u), f(u) = D∞Θ(u) + o∞(u), u ∈ Rm+
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where Rm+ = [0,∞)m, D0, D∞ : Rm → Rm are linear mappings and

(1.4) lim
u→0

o0(u)

|u|p−1
= 0, lim

|u|→∞

o∞(u)

|u|p−1
= 0.

We shall call the functions D0 and D∞ linearisations of f at 0 and at infinity,

respectively. Note that D0 and D∞ can be identified with matrices.

Moreover, we shall use the following assumption: f is tangent to Rm+ , i.e.

(1.5) f(s) ∈ TRm+ (s) for s ∈ Rm+ .

Here, we applied Clarke’s tangent cone (see [3]), which for a closed convex subset

M of a Banach space E is equal to

(1.6) TM (x) =
⋃
h>0

h · (M − x), x ∈M.

Because

(1.7) TRm+ (u) = {v ∈ Rm | vi ≥ 0 if ui = 0, i = 1, . . . ,m}, u ∈ Rm+ ,

we can restate the assumption (1.5) in the following manner:

(1.8) fi(s) ≥ 0 if si = 0 for all s ∈ Rm+ ,

where fi(s) and si are the i-th components of the vectors f(s) and s, respectively.

In the case of m = 1 the condition (1.8) is equivalent to the inequality f(0) ≥ 0

and therefore it is implied by (1.3).

The reaction-diffusion system (1.2) describes the equilibrium state of a dis-

tribution of substances (functions ui) under the influence of chemical reactions

(which are described by the right-hand side) and the process of diffusion (which

is described by the left-hand side). In this physical interpretation, the most

commonly assumed condition fi ≥ 0 means that each substance u1, . . . , um is

produced during the reaction. This is not a realistic assumption, because some

chemicals (substrates) vanish in favour of the other (products). Our assump-

tion (1.8) is natural, physically justified and can be interpreted as follows: the

amount of each chemical cannot decrease if it equals zero.

The paper is organized as follows. Section 2 is devoted to recalling the degree

theory defined in [5] in the form adequate to deal with the p-Laplace operator.

Section 3 is intended to transform the initial problem (1.2) into an abstract one,

to apply the topological degree DegM introduced in [5] and thereby to prove the

main theorem of the paper (see Theorem 3.8). Section 4 describes the families

D0 and D1 arising in the statement of Theorem 3.8.
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Notation. If E is a normed space, then by ‖ · ‖E (or ‖ · ‖, for short) we

denote its norm. If B ⊂ E, then ∂B and B stand for the boundary of B and the

closure of B respectively. If M = M ⊂ E and B ⊂M , then by ∂MB we denote

the relative boundary (with respect to M) of B.

If x0 ∈ E and r > 0, then BM (x0, r) := {x ∈M | ‖x− x0‖ < r}.
If E∗ is a dual space of E (space of all continuous linear functionals), then

〈 · , · 〉 = 〈 · , · 〉E : E∗ × E → R denotes the duality operator 〈p, u〉 := p(u),

p ∈ E∗, u ∈ E.

We put 〈 · , · 〉p = 〈 · , · 〉Lp(Ω) and ‖·‖p = ‖·‖Lp(Ω). Treating Lp(Ω)∗ as Lq(Ω)

for p−1 + q−1 = 1, p ∈ (1,∞), we can write 〈f, g〉p =
∫

Ω
f · g.

For x ∈ RN , N ≥ 1, |x| denotes the Euclidean norm of x and x · y is the

Euclidean scalar product of x, y ∈ RN .

2. Degree theory for tangent mappings

In order to demonstrate the existence of nontrivial solutions to the problem

(1.2) we shall exploit the coincidence degree function DegM constructed in [5].

For the convenience of the reader, we recall its domain and properties in the form

that is useful for our considerations. To do this, let X and Y be reflexive Banach

spaces with a dense and compact embedding i : Y → X, i.e. the mapping i is

linear and compact with its range i(Y ) dense in X. Suppose that a closed convex

cone M ⊂ X and functionals a : Y → R and n : X → R satisfy the following

conditions:

(a1) a and n are coercive C1 functionals, i.e. counterimages a−1((−∞,m)),

n−1((−∞,m)) are bounded for all m ∈ R.

(a2) there exists a continuous function κ : [0,+∞) → [0,+∞) such that

κ−1({0}) = {0}, lim
s→+∞

κ(s) = +∞ and

〈Da(u1)−Da(u2), u1 − u2〉Y ≥ κ(‖u1 − u2‖Y )‖u1 − u2‖Y for all u1, u2 ∈ Y,

〈Dn(u1)−Dn(u2), u1 − u2〉X ≥ κ(‖u1 − u2‖X)‖u1 − u2‖X for all u1, u2 ∈ X;

(a3) for any u ∈ X there exist u+, u− ∈ M such that u = u+ − u− and

n(u+) ≤ n(u); if u ∈ i(Y ), then u+, u− ∈ i(Y ) and a(i−1u+) ≤ a(i−1u);

(a4) n is bounded on bounded sets and monotone with respect to M , i.e.

n(u+ v) ≥ n(u) for any u, v ∈M .

Note that the coercivity from (a1) is a consequence of the assumption (a2).

Let A : Y → Y ∗ and N : X → X∗ be defined by A := Da and N := Dn.

Define A : D(A)→ X∗ by

(2.1) D(A) := i(A−1(i∗(X∗))) and Au := (i∗)−1(Ai−1u), for u ∈ D(A).
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The operation of obtaining A by restricting A to D(A) is a generalisation of

the analogical one that is usually considered in the case of a Gelfand triple

Y ⊂ X ⊂ Y ∗ where X is a Hilbert space.

Let us also consider a continuous mapping F : M → X∗ tangent to M , i.e.

(2.2) F (u) ∈ TM∗(N(u)) for u ∈M,

where M∗ = N(M). To calculate the cone TM∗(N(u)) tangent to M∗ in N(u)

one can employ (1.6), since M∗ is a closed convex cone (see [5]).

Theorem 2.1. Suppose that there exist a functional n and a cone M as

above. Then there exists a coincidence degree DegM , which to any A, F as above

and for any open bounded subset U ⊂M with Au 6= F (u) for u ∈ ∂MU ∩D(A),

it attains an integer number DegM (A,F, U), such that the following properties

are satisfied:

(a) (Existence) if DegM (A,F, U) 6= 0, then there exists u ∈ U ∩D(A) such

that Au = F (u);

(b) (Additivity) if U1, U2 are open disjoint subsets of an open U ⊂ X and

Au 6= F (u) for u ∈ U \ (U1 ∪ U2), then

DegM (A,F, U) = DegM (A,F, U1) + DegM (A,F, U2);

(c) (Homotopy invariance) if H : M × [0, 1] → X∗ is a continuous and

bounded mapping (maps bounded subsets of the domain into the bounded

subsets of X∗) such that

H(u, t) ∈ TM∗(N(u)) for all u ∈M, t ∈ [0, 1],

and Au 6= H(u, t) for all u ∈ ∂MU ∩D(A) and t ∈ [0, 1], then

DegM (A,H(·, 0), U) = DegM (A,H( · , 1), U).

(d) (Normalisation) DegM (A, 0, U) = 1 if 0 ∈ U .

We highlight that this is a special case of a more general theory from [5].

Proof. Because (a)–(c) follow directly from [5, Theorem 2.5], it suffices

to prove (d). By the definition of the degree DegM (see [5]), it follows that

DegM (A, 0, U) = indM (Φα, U), where indM stands for the fixed point index for

compact mappings of absolute neighbourhood retracts due to Granas (see [10]

or [11] for details) and

Φα(u) = (N + αA)−1(r(N(u) + α · 0)) = (N + αA)−1(N(u))

for some retraction r : X∗ →M∗ and a small number α > 0.

Consider the homotopy H(u, t) = t · Φα(u), for u ∈ U , t ∈ [0, 1]. We shall

prove that there are no solutions u 6= 0 to the equation H(u, t) = u for t ∈ [0, 1].

Suppose on the contrary that there is u 6= 0 and 0 ≤ t ≤ 1 such that H(u, t) = u.
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Then t > 0 and N(u) = (N + αA)(t−1u). If t = 1, then A(u) = 0 and thereby

u = 0 and we arrive at a contradiction. If t < 1 then

(2.3) −α(t−1 − 1)〈Au, u〉 = 〈(N + αA)(t−1u)− (N + αA)(u), t−1u− u〉.

By the assumption (a2) we obtain that for u 6= 0 the left-hand side of (2.3) is

negative and the right-hand side is positive. The contradiction shows that the

homotopy H is fixed-point free on the boundary ∂MU of U and therefore

DegM (A, 0, U) = indM (H( · , 1), U) = indM (H( · , 0), U) = indM (0, U) = 1. �

The major advantage of using the degree DegM lies in the possibility of

considering mappings F with values being outside the domain M . This enables

us to relax the standard nonnegativity condition of f in (1.2) and instead of it,

to consider the assumption (1.8).

3. Abstract setting for the system

As it was mentioned in the introduction, we seek weak solutions u = (u1, . . . ,

um) of the system (1.2), i.e. mappings u ∈W 1,p
0 (Ω,Rm) such that ui(x) ≥ 0 for

almost all x ∈ Ω, 1 ≤ i ≤ m and

(3.1)

∫
Ω

|∇ui|p−2∇ui(x) · ∇η(x) dx =

∫
Ω

fi(u(x))η(x) dx

for all η ∈W 1,p
0 (Ω), 1 ≤ i ≤ m.

For one equation (i.e. when m = 1) and for f(x) = λθ(x) := λ|x|p−2x we

arrive at the eigenvalue problem for p-Laplacian with the Dirichlet Boundary

Condition:

(3.2) −∆pu = λ|u|p−2u, u ≥ 0, u|∂Ω ≡ 0.

It is well known that the problem (3.2) admits nonzero solutions only if λ is the

principal eigenvalue λ1,p of −∆p, which is given by the Rayleigh formula

(3.3) λ1,p := inf
u∈W 1,p

0 (Ω),u6=0

∫
Ω

|∇u(x)|p dx∫
Ω

|u(x)|p dx
.

Then u is strictly positive in Ω, it belongs to L∞(Ω) and is uniquely determined

up to a positive multiplier (see [16], [17]).

Let X0 = Lp(Ω,R), X = Lp(Ω,Rm) = Xm
0 , Y0 = W 1,p

0 (Ω), Y = Y m0 , where

the spaces X and Y are equipped with the following norms:

‖u‖X =

( m∑
i=1

‖ui‖pX0

)1/p

, u ∈ X, ‖u‖Y =

( m∑
i=1

‖ui‖pY0

)1/p

, u ∈ Y.
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By the Rellich–Kondrachov Compactness Theorem, the natural embedding

i : Y → X is compact and dense. Consider the cone of nonnegative vector

functions

M = {u = (u1, . . . , um) ∈ X | u1, . . . , um ≥ 0 a.e. on Ω}.

Let a : Y → R, n : X → R be defined by

a(u) =
1

p

m∑
i=1

∫
Ω

|∇ui|p, n(u) =
1

p

m∑
i=1

∫
Ω

|ui|p.

Proposition 3.1. The assumptions (a1)–(a4) from the previous section are

satisfied. Moreover, if we put N = Dn and A = Da, then:

(3.4)

〈Au, v〉 = 〈Da(u), v〉 =

m∑
i=1

∫
Ω

|∇ui|p−2∇ui∇vi, u, v ∈ Y,

〈Nu, v〉 = 〈Dn(u), v〉 =

m∑
i=1

∫
Ω

|ui|p−2uivi, u, v ∈ X.

Proof. Note that the functionals a and n are Gateaux differentiable and

the formulae (3.4) are satisfied. Since these Gateaux derivatives are continuous,

a and n are Frêchet differentiable. The coercivity follows from the relations

a(u) =
1

p

m∑
i=1

‖ui‖pY0
=

1

p
‖u‖pY , u ∈ Y,

n(u) =
1

p

m∑
i=1

‖ui‖pX0
=

1

p
‖u‖pX , u ∈ X.

The condition (a2) is a consequence of the estimates

〈Da(u)−Da(v), u− v〉 ≥ 22−p‖u− v‖pY , u, v ∈ Y,

〈Dn(u)−Dn(v), u− v〉 ≥ 22−p‖u− v‖pX , u, v ∈ X,

which are implied by the inequality

(3.5) (|x|p−2x− |y|p−2y) · (x− y) ≥ 22−p|x− y|p, x, y ∈ RM , M ≥ 1.

In order to prove (a3), for a given function u = (ui)
m
i=1 ∈ X let us define

u+, u− ∈ X such that (u±)i = (ui)
± := max{±ui, 0}. Then u = u+ − u− and

n(u+) =
1

p

m∑
i=1

∫
Ω

|ui+|p ≤
1

p

m∑
i=1

∫
Ω

|ui|p = n(u).

If u ∈ Y , then ui ∈ W 1,p
0 (Ω) for i ∈ {1, . . . ,m} and, by [9, Lemma 7.6], ui

+ ∈
W 1,p

0 (Ω) with ∇ui+(x) = 0 if ui(x) ≤ 0 and ∇ui+(x) = ∇ui(x) if ui > 0.

Therefore a(u+) ≤ a(u).

Finally, (a4) follows directly from the estimate |ui|p≤|ui+vi|p for u, v∈M .�
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By the symbol Nf we denote the Nemytskĭı operator generated by the right-

hand side f in the equation (1.2), i.e. Nf (u)(x) = f(u(x)). By the assumption

(1.3) we have the growth condition:

(3.6) there is c > 0 such that |f(s)| ≤ c(1 + |s|p−1) for all s ∈ Rm+ ,

which implies that Nf : M → Lq(Ω,Rm) is continuous. Using the Riesz represen-

tation isomorphism between X∗ and Lq(Ω,Rm), 1/p+ 1/q = 1, we can identify

Nf with the operator

(3.7) F : X → X∗, 〈F (u), v〉 =

m∑
i=1

∫
Ω

fi(u(x))vi(x) dx, u, v ∈ X

and N with NΘ.

Using the identifications X∗ ≈ (X∗0 )m, Y ∗ ≈ (Y ∗0 )m, the relations (3.4) and

(3.7), we can restate the system (3.1) as follows: 〈Au, v〉 = 〈F (u), v〉, u, v ∈ Y .

Hence, the functional Au ∈ Y ∗ is in fact an element of X∗ ⊂ Y ∗. From the

definition (2.1) of D(A) and A we see that u ∈ D(A) and that (3.1) is equivalent

to the equation Au = F (u). Having in mind the constraints ui ≥ 0, we arrive at

the abstract formulation of the initial system:

(3.8)

Au = F (u),

u ∈M.

In order to apply the degree from Section 2 to investigate the existence of the

abstract operator equation (3.8), we need to ensure the condition (2.2), i.e. the

tangency of the operator Nf . This is done by the following theorem:

Theorem 3.2. Assume that f : Rm+ → Rm is a continuous function with the

growth condition (3.6). Then the following conditions are equivalent:

(a) the condition (1.8);

(b) the tangency of f to Rm+ , i.e. f(s) ∈ TRm+ (s) for s ∈ Rm+ ;

(c) the tangency of F = Nf to M , i.e. the condition (2.2).

In order to prove it, we need to establish the description of the tangent cone

in Lq spaces.

Lemma 3.3. Let 1 ≤ q <∞ and put

(3.9) Mq = {u ∈ Lq(Ω,Rm) | u(x) ≥ 0 for a.a. x ∈ Ω}.

Then, for u ∈Mq,

(3.10) TMq (u) = {v ∈ Lq(Ω,Rm) | v(x) ∈ TRm+ (u(x)) for a.a. x ∈ Ω}.

Proof. Fix u ∈ Mq. Temporarily, denote the right-hand side of (3.10)

by T . Let m ∈ Mq and h > 0. Then h(m − u) ∈ T by (1.7) and therefore

h(Mq − u) ⊂ T . This and closedness of T implies that TMq
(u) ⊂ T .
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Now, let v ∈ T . For n ∈ N let us put

mn = (v/n+ u)+ = ((v1/n+ u1)+, . . . , (vm/n+ um)+)

and vn = n(mn − u). Clearly, mn ∈ Mq and vn ∈ TMq
(u). Since vi(x) ≥ 0 if

ui(x) = 0, mn(x) = v(x)/n+u(x) for sufficiently large n and for almost all x ∈ Ω.

For such n and x, vn(x) = v(x). This shows that vn → v almost everywhere.

Since also |vni | ≤ |vi|, Lebesgue’s Dominated Convergence Theorem shows that

vn → v in Lq(Ω,Rm). Therefore v ∈ TMq
(u). �

Proof of Theorem 3.2. The equivalence of (a) and (b) follows from (1.7).

Observe that using the Riesz representation isomorphism ρ between X∗ =

(Lp(Ω,Rm))∗ and Lq(Ω,Rm), 1/p + 1/q = 1, we can treat M∗ = N(M) as the

cone Mq ⊂ Lq(Ω,Rm) defined by (3.9). Because of the linearity and continuity

of ρ, the tangency condition F (u) ∈ TM∗(N(u)) can be rewritten in the form

Nf (u) ∈ TMq (NΘ(u)).

By (3.10), this is equivalent to the statement

(3.11) f(u(x)) ∈ TRm+ (up−1(x)) = TRm+ (u(x)) for a.a. x ∈ Ω.

Now it is clear that (c) is implied by (b). Conversely, consider any s ∈ Rm+ . From

(3.11) applied to u(x) ≡ s, we obtain (b). �

Thus, all the assumptions of the degree theory for tangent mappings are

satisfied.

Proposition 3.4. The tangency (1.8) of f to Rm+ implies the tangency of the

mappings D0 ◦Θ, D∞ ◦Θ to Rm+ and therefore the tangency of the linearisations

D0, D∞ to Rm+ . This is equivalent to the quasinonnegativity of the matrices

D0, D∞.

Let us recall that a matrix D = (dij)
m
i,j=1 is quasinonnegative, if dij ≥ 0 for

i 6= j.

Proof. Fix u ∈ Rm+ . By the tangency of f to Rm+ we have that

tp−1D0Θ(u) + o0(tu) = D0Θ(tu) + o0(tu) = f(tu) ∈ TRm+ (tu) = TRm+ (u),

for t > 0. Therefore D0Θ(u) + t−(p−1)o0(tu) ∈ TRm+ (u). Letting t→ 0 and using

the closedness of TRm+ (u), we obtain D0Θ(u) ∈ TRm+ (u), u ∈ Rm+ . Now, putting

u := Θ−1(v), we obtain D0(v) ∈ TRm+ (Θ−1(v)) = TRm+ (v), v ∈ Rm+ .

Similarly we can prove the tangency of D∞ ◦Θ and D∞.

Now we shall prove that the tangency of D to Rm+ is equivalent to the

quasinonnegativity of D. Let us treat D as a matrix (dij)
m
i,j=1. Assume that

(D(u))i ≥ 0 if ui = 0, for u ∈ Rm+ and i = 1, . . . ,m and use it for u = ej , i.e. for
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the j-th vector from the canonical basis of Rm. Since (D(ej))i = dij and eji = 0

if i 6= j, we obtain that dij ≥ 0 if i 6= j. Thus, D is quasinonnegative.

Now, assume that D is quasinonnegative. Let u ∈ Rm+ and let i ∈ {1, . . . ,m}
be such that ui = 0. Then

(Du)i =

m∑
j=1

dijuj =
∑
j 6=i

dijuj ≥ 0.

This proves the tangency of D to Rm+ . �

In what follows, we shall be using the following classes of matrices:

S := {D | D is a quasinonnegative matrix},

D := {D ∈ S | (A−ND◦Θ)−1({0}) ∩M = {0}},

D′0 := {D ∈ S | ∃ (τ0 ∈M∗) (A−ND◦Θ)−1({τ0}) ∩M = ∅},

D0 := D ∩D′0,

D1 := {D ∈ S | ∀(t ∈ [0, 1]) tD ∈ D}.

The importance of the families D0 and D1 is presented in Proposition 3.7.

The description of them is postponed until the next section.

Note that D ∈ D if and only if the system

(3.12)

Au = ND◦Θ(u),

u ∈M,
⇔


−∆pu(x) = DΘ(u(x)), x ∈ Ω,

ui(x) ≥ 0, x ∈ Ω, 1 ≤ i ≤ m,
u(x) = 0, x ∈ ∂Ω,

possesses no weak solutions u 6= 0.

Lemma 3.5. The homotopies H1, H2 : M × [0, 1]→ X,

H1(u, t) =


1

tp−1
Nf (tu), t > 0,

ND0Θ(u), t = 0,
H2(u, t) =

t
p−1Nf

(
u

t

)
, t > 0,

ND∞Θ(u), t = 0,

are continuous, bounded on bounded sets and Hi(u, t) ∈ TM∗(N(u)), i = 1, 2.

Proof. Note that

(3.13) H1(u, t)(x) = D0Θ(u(x)) + α(tu(x)) · |u(x)|p−1, for u ∈M, t > 0,

where α : Rm+ → Rm is a continuous function such that α(0) = 0 and o0(u) =

α(u)|u|p−1. From (1.4) and (3.6) we obtain the existence of K > 0 such that

|α(u)| ≤ K for all u ∈M . This implies that H1 is bounded on bounded subsets

of M × [0, 1].

To prove the continuity of H1 we only need to show that if M 3 un → u ∈M
and (0, 1] 3 tn → 0, then H1(unk , tnk) → H1(u, 0) for some N 3 nk → ∞. We

can find a subsequence of un (still denoted by un) such that un converges almost
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everywhere to u and |un(x)| ≤ w(x) for some w ∈ Lp(Ω) and almost all x ∈ Ω.

Observe that, by (3.13), H1(un, tn) = ND0Θ(un) + αn, where

(3.14) αn(x) = α(tnun(x))|un(x)|p−1 → 0 for a.a x ∈ Ω.

Moreover, from (3.14) we have

|αn(x)| ≤ K|un(x)|p−1 ≤ Kwp−1(x)

for almost all x ∈ Ω, which shows that the sequence αn is dominated in Lq(Ω,Rn).

From Lebesgue’s Dominated Convergence Theorem we have αn → 0 in Lq(Ω,Rm)

and consequently, H1(un, tn) → H1(u, 0). In a similar fashion we can demon-

strate the continuity and the boundedness of H2.

The last part of the conclusion follows from Theorem 3.2, Proposition 3.4

and the fact that TM∗(tτ) = TM∗(τ) for τ ∈M∗ and t > 0. �

The proposition that follows is the generalization of [5, Theorem 4.10].

Proposition 3.6. Let the assumptions (1.3) and (1.8) be satisfied.

(a) Assume that D0 ∈ D. Then there exists δ > 0 such that A(u) 6= F (u)

for all 0 6= u ∈ D(A) ∩BM (0, δ) and

DegM (A,Nf , BM (0, δ)) = DegM (A,ND0◦Θ, BM (0, δ)).

(b) Assume that D∞ ∈ D. Then there exists R > 0 such that A(u) 6= F (u)

for all u 6∈ D(A) ∩BM (0, δ) and

DegM (A,Nf , BM (0, R)) = DegM (A,ND∞◦Θ, BM (0, R)).

Proof. (a) Consider the homotopy H1 from Lemma 3.5. We shall show

that there exists δ > 0 such that

A(u) 6= H1(u, t), for all 0 6= u ∈ D(A) ∩BM (0, δ) and t ∈ [0, 1].

If not, there exists a sequence of points 0 6= un ∈ M ∩ D(A), tn ∈ [0, 1] such

that A(un) = H1(un, tn) and un → 0. By the assumption D0 ∈ D we know that

the equation Au = ND0Θ(u) has no solutions in M \ {0}. Therefore, tn > 0 and

then

(3.15) A(wn) = H1(wn, sn), where tnun = snwn, 0 < sn → 0, ‖wn‖ = 1.

Here, we used the relation A(tu) = tp−1A(u) for all t > 0 and u ∈ Y .

To deal with the discontinuity of A, we rewrite (3.15) in the following way:

(3.16) wn = (N +A)−1(vn) with vn := N(wn) +H1(wn, sn).

It follows from [5, Proposition 3.1] that since (a1)–(a2) are satisfied and Y is

compactly embedded in X, the operator (N + A)−1 is completely continuous,

i.e. it is continuous and maps bounded sets into relatively compact ones. As vn
is bounded, we can assume that wn is convergent in X to some w with ‖w‖ = 1.
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From the continuity of H1 and (N +A)−1 we conclude from (3.16) that

A(w) = H1(w, 0) = ND0Θ(w).

But this is contradicted by the assumption D0 ∈ D. Therefore we are allowed to

use the homotopy invariance of the degree (Theorem 2.1(c)), which proves the

assertion.

(b) The proof is analogous. �

Proposition 3.6 provides a broad class of functions f for which the degree

of a pair (A,Nf ) is well defined and describes its value by the degree of pairs

(A,ND0◦Θ) or (A,ND∞◦Θ). The question arises, how to calculate such degree.

Proposition 3.7. If D ∈ Di for i ∈ {0, 1}, then, for every r > 0,

DegM (A,ND◦Θ, BM (0, r)) = i.

Proof. We shall proceed as in the proof of Theorem 2.6 in [5]. Firstly, let

us observe, that D ∈ D, which assures us the equation Au = ND◦Θ admits no

nontrivial solutions in M . Therefore the degree d := DegM (A,ND◦Θ, BM (0, r))

is well defined and is independent of r > 0, the last being a consequence of the

additivity property of the degree.

Suppose that D ∈ D1. Consider the homotopy H(u, t) = tND◦Θ = Nt·D◦Θ,

u ∈ M , t ∈ [0, 1]. The assumption D ∈ D1 implies tD ∈ D and that there are

no nontrivial solutions of the equation A(u) = H(u, t), t ∈ [0, 1]. The homotopy

invariance yields

DegM (A,ND◦Θ, BM (0, r)) = DegM (A, 0, BM (0, r)) = 1,

where the latter equality follows from Theorem 2.1(iv).

Suppose now that D ∈ D0. Define H(u, t) = ND◦Θ + tτ0, where τ0 ∈ M∗ is

from the definition of the family D′0. Homogeneity of A and Θ, together with

the assumption D ∈ D′0, shows that A(u) = H(u, t) is satisfied only for u = 0,

t = 0. As a consequence, the operator ND◦Θ is homotopic to a solution-free

operator ND◦Θ + τ0. From the homotopy and the existence property we deduce

that DegM (A,ND◦Θ, BM (0, r)) = 0.

We are now ready to state the main existence theorem.

Theorem 3.8. Let the assumptions (1.3) and (1.8) be satisfied. Assume that

D0 ∈ D0 and D∞ ∈ D1 or D0 ∈ D1 and D∞ ∈ D0. Then there exists at least

one nonzero solution to the reaction-diffusion system (1.2).

Proof. Proposition 3.6 yields there are two radii 0 < δ < R such that

DegM (A,Nf , BM (0, δ)) = DegM (A,ND0◦Θ, BM (0, δ)),

DegM (A,Nf , BM (0, R)) = DegM (A,ND∞◦Θ, BM (0, R)).
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By Proposition 3.7 we obtain that

DegM (A,Nf , BM (0, δ)) 6= DegM (A,Nf , BM (0, R)).

The additivity property of the degree gives DegM (A,Nf , BM (0, R)\BM (0, δ)) 6=0

and consequently, by the existence property, there exists at least one solution u ∈
BM (0, R)\BM (0, δ) of (3.8), which is the nontrivial solution of the system (1.2).�

As we see, the degree theory for tangent mappings established in [5] can be

successfully applied to investigating the solutions of (1.2). Now we shall focus

on describing the families D0 and D1, thereby making Theorem 3.8 applicable.

4. Description of the families D0 and D1

In what follows we shall be using the following subset of a spectrum of a given

matrix D:

σ⊕(D) := {λ ∈ R | there exists 0 6= u ∈ Rm+ such that Du = λu}.

We can now restate the famous Perron–Frobenius Theorem in the following

manner:

Lemma 4.1 (Perron–Frobenius [8]). If D is a nonnegative square matrix, then

r(D) ∈ σ⊕(D), where r(D) stands for the spectral radius of D. In particular,

(4.1) s(D) := max Re(σ(D)) = maxσ⊕(D)

for nonnegative matrices D.

The value s(D) is called the spectral bound of D.

Proposition 4.2. If D is a quasinonnegative matrix, then the set σ⊕(D) is

nonempty and the relation (4.1) holds.

Proof. By the definition of quasinonnegativity, the matrix D + αI is non-

negative for some α > 0, where I stands for the identity matrix. From Lemma 4.1

we have

s(D) + α = s(D + αI) = maxσ⊕(D + αI) = maxσ⊕(D) + α. �

The following characterisation of the families D0, D1 in the case of p = 2 is

provided by [14]:

D = {D ∈ S | λ1,p 6∈ σ⊕(D)},

D0 = {D ∈ D | s(D) > λ1,p},(4.2)

D1 = {D ∈ D | s(D) < λ1,p}.

If m = 1, the same characterisation was presented in the proof of Theorem 4.4

in [5] for p > 2.
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Proposition 4.3. If D ∈ D, then λ1,p 6∈ σ⊕(D).

We do not know whether the converse holds (compare with Theorem 4.12).

Proof. Suppose that λ1,p ∈ σ⊕(D). Let v ∈ Rm+ be a nonnegative nonzero

eigenvector of the matrix D corresponding with the eigenvalue λ1,p and let

v′ = Θ−1(v). Denote the positive eigenfunction corresponding with the first

eigenvalue of one-dimensional p-Laplacian by ω. Then u := v′ω ∈ M satisfies

the equation (3.12) and consequently D 6∈ D. �

The equality (4.2) shows that in the case p = 2 the relation between values

s(D) and λ1,p is crucial. To investigate the relation in the case p > 2 we will be

using the following property of quasinonnegative matrices:

Fact 4.4. Let D be a quasinonnegative matrix. Let i1, . . . , ik be any indices

from {1, . . . ,m} and D̂ = (dij ,il)1≤j,l≤k be the square matrix of dimension k.

Then s(D) ≥ s(D̂).

Proof. Since s(D + αI) = s(D) + α, s(D̂ + αI) = s(D̂) + α and dij ≥ 0

for i 6= j, it suffices to prove the assertion for D nonnegative. From Lemma 4.1

we have that s(D) = r(D) where r(D) is a spectral radius of D. Consider the

square matrix D̃ of dimension m, obtained by replacing coordinates djl of D for

(j, l) 6∈ {i1, . . . , ik} × {i1, . . . , ik} by zeros. Clearly, r(D̂) = r(D̃).

As the matrix D is nonnegative, the coordinates of D̃ does not exceed that

of D. The same holds for the matrices (D̃)h and Dh for any natural h. Thus

‖Dh‖ ≥ ‖D̃h‖ and finally

s(D) = r(D) = inf
{

h

√
‖Dh‖

∣∣∣ h = 1, 2, . . .
}
≥ r(D̃) = r(D̂) = s(D̂). �

Corollary 4.5. If a quasinonnegative matrix D satisfies s(D) < 0 then its

reciprocal has all coordinates nonpositive.

Proof. The proof is by induction on the dimension m of D.

If m = 1, the assertion trivially holds true.

Let m > 1. Suppose that the assertion is satisfied for all matrices of dimen-

sion m− 1. Let D be of dimension m and let E be the matrix obtained from D

by removing the last column and the last row. Therefore s(E) ≤ s(D) < 0 by

Fact 4.4 and the matrix E−1 has all coordinates nonpositive. An easy computa-

tion shows that multiplying D by the matrix

(4.3) C1 :=

(
I 0

d 1

)
·

(
−E−1 0

0 1

)
with d = (dm1, . . . , dm,m−1) we obtain

(4.4) C1D =

(
−I e

0 α

)
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for some column vector e = (e1, . . . , em−1)T with nonnegative coordinates and

some real α ∈ R.

This yields 1 ·(−1)m−1(detE)−1 ·detD = (−1)m−1 ·α. Since s(E), s(D) < 0,

it follows that −sgn detE = sgn detD = (−1)m and finally α < 0.

Multiplying (4.4) by

(4.5) C2 :=

(
I e/−α
0 1/−α

)
we conclude that D−1 = −C2 · C1. This shows that D−1 has nonpositive coor-

dinates and proves the assertion. �

Theorem 4.6. If D is a quasinonnegative matrix with s(D) < λ1,p, then

D ∈ D1.

Proof. Since s(tD) = ts(D) for t ∈ [0, 1], we shall have established the

lemma, if we prove that D ∈ D. To this end, we suppose that there exists

a nontrivial solution of the system (3.12).

Notice, that we can assume that ‖ui‖p 6= 0 for i = 1, . . . ,m. Indeed, if

ui ≡ 0 for some i, then we can remove the i-th equation from (3.12) and the

matrix (djk)j,k 6=i of the new system has negative spectral bound, which follows

from Fact 4.4.

Evaluating the i-th equation on the function ui (treating it as the equality

of functionals) one can show that

λ1,p‖ui‖pp ≤ 〈−∆pui, ui〉W 1,p
0 (Ω)(4.6)

=

m∑
j=1

dij〈θuj , ui〉p ≤
m∑
j=1

dij‖uj‖p−1
p ‖ui‖p,

the first estimate being a consequence of the Rayleigh formula (3.3), whereas the

second one – of the Hölder inequality.

By (4.6) we obtain (D − λ1,pI)ξ ≥ 0, where we set ξ := (‖ui‖p−1
p )mi=1. Since

s(D − λ1,pI) < 0, the above result implies that the matrix −(D − λ1,pI)−1 is of

nonnegative coordinates. Then

−ξ = (−(D − λ1,pI)−1) · (D − λ1,pI)ξ ≥ 0.

This proves that ξ = 0, i.e. all the functions ui are equal to zero. A contradic-

tion. �

It is worth mentioning about the result from [7] concerning the special case

of the system of two equations (i.e. m = 2) but without the assumption of

quasinonnegativity of the matrix. Proposition 4.2(b) in [7] states that if D is of

dimension 2, possesses a negative eigenvalue and λ1,p 6∈ σ(D), then (3.12) does

not have any nontrivial solutions.
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The description of the family D0 will involve the value

m(D) := max {dii | i = 1, . . . ,m}.

The relation between s(D) and m(D) is established in the following proposition,

being an immediate consequence of Fact 4.4:

Corollary 4.7. The inequality s(D) ≥ m(D) holds for all quasinonnegative

matrices D, and the equality holds for triangular matrices, among others.

Proof. The first part of the assertion follows from the inequality

s(D) ≥ s((djl)j,l=i) = dii, i = 1, . . . ,m.

The second one is trivial. �

We shall need the following two facts.

Lemma 4.8 (see [6, Theorem 1]). If a function h ∈ L∞(Ω) is nonnegative

and nonzero, then the equation

−∆pu = λ1,p|u|p−2u+ h

possesses no weak solutions u ∈W 1,p
0 (Ω).

Lemma 4.9. If u = (u1, . . . , um) ∈ W 1,p
0 (Ω,Rn) is a weak solution of the

system

(4.7)



−∆pu1 =

m∑
j=1

d1j |uj |p−2uj + h1,

−∆pu2 =

m∑
j=1

d2j |uj |p−2uj + h2,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

−∆pum =

m∑
j=1

dmj |uj |p−2uj + hm,

where dij , hi ∈ L∞(Ω), i, j = 1, . . . ,m, then ui ∈ L∞(Ω).

Lemma 4.9 is a far generalisation of [5, Lemma 4.7].

Proof. We adapt the arguments from [17]. Let u := max{|u1|, . . . , |um|} ∈
W 1,p

0 (Ω) and let k > 1 be real. Set

I±i :=

∫
{±ui≥k}

|∇ui|p.

We can assume that I+
i ≥ I−i , because otherwise we can simultaneously change

ui, hi and dij , dji, i 6= j in (4.7) into the opposite ones. Therefore,

(4.8) Ii :=

∫
{|ui|≥k}

|∇ui|p = I+
i + I−i ≤ 2I+

i .
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Using a test function max{ui − k, 0} in the i-th equation in (4.7) we obtain

I+
i =

m∑
j=1

∫
{ui≥k}

aij |uj |p−2uj(ui − k) +

∫
{ui≥k}

hi(ui − k)

≤
m∑
j=1

‖aij‖∞
∫
{ui≥k}

|uj |p−1(|ui| − k) + ‖hi‖∞
∫
{ui≥k}

(|ui| − k)

≤ C
∫

Ωk

up−1(u− k) + C

∫
Ωk

(u− k),

where Ωk = {x ∈ Ω | u(x) ≥ k} and C > 0 is independent on k. The convexity

of the function s 7→ |s|p−1, the choice of k and (4.8) then yields

Ii ≤ C
∫

Ωk

(u−k)p+C(kp−1 +1)

∫
Ωk

(u−k) ≤ C
∫

Ωk

(u−k)p+Ckp−1

∫
Ωk

(u−k)

(the constant C has changed). Moreover, it is not difficult to verify that

m∑
i=1

Ii ≥
∫

Ωk

|∇(u− k)|p ≥ 1

C|Ωk|s

∫
Ωk

(u− k)p, for some s > 0,

the last inequality being a consequence of Hölder and Sobolev inequality (see [5,

Lemma 4.6]). Hence

(1− C|Ωk|s)
∫

Ωk

(u− k)p ≤ C|Ωk|skp−1

∫
Ωk

(u− k).

But |Ωk| → 0 as k →∞. Therefore

(4.9)

∫
Ωk

(u− k)p ≤ C|Ωk|skp−1

∫
Ωk

(u− k)

for k ≥ k0 where k0 is sufficiently large. Applying Hölder inequality(∫
Ωk

(u− k)

)p
≤ |Ωk|p−1

∫
Ωk

(u− k)p

to (4.9) we obtain

(4.10)

∫
Ωk

(u− k) ≤ C · |Ωk|1+αk for some C,α > 0 and k ≥ k0.

Let us introduce the function f : (0,∞)→ [0,∞) defined by

f(k) :=

∫
Ωk

(u− k) =

∫ ∞
k

|Ωt| dt

(the second equality follows from the Tonelli–Fubini theorem). Evidently, f is

nonnegative, nondecreasing, absolutely continuous and f ′(k) = −|Ωk| almost

everywhere.

Suppose f(k) 6= 0 for k ≥ k0. Then the inequality (4.10) can be expressed in

the following manner

k−ε ≤ −Cf(k)−εf ′(k), C > 0, ε ∈ (0, 1).
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Integrating over the interval [k0, k] for any k > k0 we conclude that

k1−ε ≤ k1−ε
0 + Cf(k0)1−ε,

which fails to be true for k large enough. This shows that f(k) = 0 for some k

and that u ≤ k almost everywhere. This is equivalent to the assertion. �

Lemma 4.10. Let u = (u1, . . . , um) ∈ M be a solution to the system (3.12)

and let 1 ≤ i ≤ m.

(a) If dii ≥ λ1,p, then

(4.11) dik = 0 or uk = 0 for all k 6= i,

ui is a nonnegative eigenfunction of p-Laplacian corresponding with the

first eigenvalue and D ∈ D′0.

(b) If dii > λ1,p, then ui = 0.

(c) If ui = 0, then the condition (4.11) is satisfied.

Proof. (a)–(b). Let dii ≥ λ1,p. Analysing the i-th equality of the system

(3.12) we obtain that

(4.12) −∆p(ui) =

m∑
k=1

dikθ(uk) = λ1,pθ(ui) + h

where

Lq(Ω) 3 h :=
∑
k 6=i

dikθ(uk) + (dii − λ1,p)θ(ui)

is a nonnegative function. From Lemmata 4.8 and 4.9 we conclude that (4.12)

has no solutions provided h 6= 0. Hence h = 0. By this and the fact that all ui’s

are nonnegative, the following is satisfied:

• ui is the eigenfunction of p-Laplacian corresponding with the first eigen-

value λ1,p;

• for every number k 6= i we have dikθ(uk) = 0, i.e. either dik = 0 or

uk = 0;

• (dii − λ1,p)θ(ui) = 0, i.e. either dii = λ1,p or ui = 0.

If D 6∈ D′0, then for a fixed nonnegative nonzero function v ∈ Lp(Ω) there

would exist w = (w1, . . . , wm) ∈M such that

Aw = NDΘ(w) +NΘ(vei),

where ei is the i-th vector from the canonical basis of Rm. As before, we can

obtain the equation (4.12), where the function

h :=
∑
k 6=i

dikθ(uk) + (dii − λ1,p)θ(ui) + θ(v)

is nonnegative and nonzero. From Lemmata 4.8 and 4.9 it follows that the

equation (4.12) possesses no solution, contrary to the assumption.
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(c) If ui = 0, then, as before, from the system (3.12) it follows that

0 =
∑
k 6=i

dikθ(uk).

Since dik ≥ 0 and uk ≥ 0, we deduce that (4.11) is satisfied. �

Corollary 4.11. If D is a quasinonnegative matrix with m(D) ≥ λ1,p, then

D ∈ D′0.

The analogous description of the family Di to (4.2) in the nonlinear case is

true for triangular matrices.

Theorem 4.12. Suppose that D is a quasinonnegative triangular matrix.

Then the following equivalence hold:

(a) D ∈ D if and only if λ1,p 6∈ σ⊕(D),

(b) D ∈ D′0 if and only if s(D) ≥ λ1,p,

(c) D ∈ D1 if and only if s(D) < λ1,p.

Proof. We give the proof for an upper triangular matrix D (the other case

can be proved similarly).

On account of Proposition 4.3, to prove the first equivalence (i), it suffices

to show that if D 6∈ D then λ1,p ∈ σ⊕(D). Assume that there exists a nonzero

function u ∈M satisfying the system (3.12). Let l be the greatest natural number

for which ul 6= 0. Then the l-th equation of the system (3.12) is equivalent to:

−∆pul =

m∑
i=l

dliθ(ui) = dllθ(ul).

Therefore dll = λ1,p and ul is a positive eigenfunction of p-Laplacian. Hence

λ1,p ∈ σ(D).

We shall prove that λ1,p ∈ σ⊕(D), which is equivalent to the existence of

nonnegative numbers x1, . . . , xm, not all of which being equal to zero, satisfying

the equation:

(D − λ1,pI)


x1

...

xm

 =


0
...

0

 .

It is equivalent to the system of equations:

(4.13)

m∑
j=i+1

dijxj = (λ1,p − dii)xi, i = 1, . . . ,m.

For this purpose, let k be the smallest natural number, for which dkk = λ1,p and

uk 6= 0 (the existence of such k follows from λ1,p ∈ σ(D)).

Consider the numbers x1, . . . , xm defined recursively as follows:

• xk = 1, xk+1 = xk+2 = . . . = xm = 0;
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• if i < k then

(4.14) xi =


1

λ1,p − dii

m∑
j=i+1

dijxj ui 6= 0,

0 ui = 0.

These numbers are well defined and nonnegative, because if ui 6= 0 then from

Lemma 4.10(b) we conclude that dii ≤ λ1,p and the choice of k implies that

dii 6= λ1,p for i < k.

It remains to prove that all the equalities in (4.13) hold. Clearly, they do for

i ≥ k (xk = 0 for i > k and dkk = λ1,p). Moreover, they do also for such i < k

that ui 6= 0.

Let i < k and ui = 0. We have to show that

k∑
j=i+1

dijxj = 0.

Let i < j ≤ k. If uj = 0, then xj = 0 from (4.14). If uj 6= 0, then Lemma 4.10(c)

shows that dij = 0, by ui = 0. Hence dijxj = 0 for i < j ≤ k.

The conclusion (c) is a consequence of the following sequence of implications:

D ∈ D1 ⇔ ∀(0 ≤ t ≤ 1) tD ∈ D ⇔ ∀(0 < t ≤ 1) λ1,p 6∈ σ⊕(tD)

⇔ ∀(0 < t ≤ 1)
λ1,p

t
6∈ σ⊕(D)⇔ [λ1,p,∞) ∩ σ⊕(D) = ∅ ⇔ s(D) < λ1,p.

To prove (b), it is convenient to apply Corollaries 4.11 and 4.7. They imply

that if s(D) = m(D) ≥ λ1,p, then D ∈ D′0. The converse follows from the third

part of the conclusion. Namely, if s(D) < λ1,p, then D ∈ D1. Assume, contrary

to our claim, that D ∈ D′0. Then D ∈ D0 ∩ D1 = ∅ by Proposition 3.7, which is

impossible. �

The second kind of matrices considered in the paper, other than triangular

matrices, is the family of irreducible matrices.

Definition 4.13. The matrix D is irreducible if there does not exist such

a permutation matrix P that the product PDP−1 is of the form(
D′ Q

0 D′′

)
,

where D′, D′′ are square matrices. Equivalently, the matrix is irreducible if there

is impossible to divide the set of indices 1, . . . ,m into two nonempty disjoint sets

i1, . . . , il and j1, . . . , jk such that diαjβ = 0, 0 ≤ α ≤ l, 0 ≤ β ≤ k.

Fact 4.14. Let D ∈ S be irreducible and let u ∈ Lp(Ω,Rm), u 6= 0, satisfies

the system (3.12). Then ui 6= 0 for every i = 1, . . . ,m.
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Proof. Let u ∈ M be as above. From Lemma 4.10(c) we deduce that

dij = 0 for such i, j that ui = 0, uj 6= 0. By irreducibility of D we find out that

either all the functions ui are zero or all of them are nonzero. The assumption

u 6= 0 excludes the first possibility. �

Theorem 4.15. Let D be a quasinonnegative irreducible matrix of dimension

greater than 1. If m(D) ≥ λ1,p, then D ∈ D0.

It is worth noting that if D is irreducible or triangular, then assuming that

dii ≥ λ1 for all 1 ≤ i ≤ m in order to obtain D ∈ D′0 is not necessary. This

corresponds to the fact, that it is sufficient to assume that at least one component

of the nonlinearity at zero or at infinity is above the principal eigenvalue to use

Theorem 4.12 or 4.15. Example 4.19 demonstrates this observation. The similar

condition is made in [15, Lemma 2.8].

Proof. Suppose that m(D) ≥ λ1,p and that D 6∈ D0. Corollary 4.11 implies

that D 6∈ D. Therefore there exists a nonzero function u ∈ X that satisfies

the system (3.12). From Fact 4.14 we conclude that u1, . . . , un 6= 0. From

Lemma 4.10(b) it follows that m(D) ≤ λ1,p, and consequently, m(D) = λ1,p.

There exists an index i such that dii = λ1,p. By Lemma 4.10(a), for j 6= i we

have dij = 0, which contradicts the irreducibility of D. �

Evidently, if D is of dimension 1, then the assertion of Theorem 4.15 holds

with strict inequality.

Remark 4.16. It is now clear that in the case of irreducible matrix D of

dimension at least 2, the following relations hold:

(a) if s(D) < λ1,p then D ∈ D1,

(b) if m(D) ≥ λ1,p then D ∈ D0.

It is unknown how to verify the relations D ∈ D0, D ∈ D1 when λ1,p ∈
(m(D), s(D)]. The author makes a hypothesis that the characterisation (4.2)

holds for all quasinonnegative matrices and p ≥ 2.

If the matrix is neither triangular nor irreducible, one can apply the following

observation:

Proposition 4.17. Consider a quasinonnegative matrix D. If P is a permu-

tation matrix, then D ∈ Di if and only if PDP−1 ∈ Di. Moreover, if D is of the

form
(
D1 Q
0 D2

)
, where D1, D2 are quasinonnegative and Q is with nonnegative

coefficients, then

(a) if D1, D2 ∈ D then D ∈ D,
(b) if D1, D2 ∈ D1 then D ∈ D1,

(c) if D2 ∈ D′0 then D ∈ D′0.

In particular, if D1 ∈ D and D2 ∈ D0, then D ∈ D0.
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Proof. The proof is straightforward and it is only based on the definitions

of D, D′0, D1. �

Example 4.18. This example is meant to demonstrate how to exploit The-

orems 4.6, 4.12, 4.15 and Proposition 4.17 to examine if the given matrix D

belongs to the family D0 or D1.

Consider the domain Ω ⊂ RN and p ≥ 2 such that λ1,p = 4. Using Theo-

rem 4.6 we can verify that the following two matrices:

D1 =

−1 2 3

4 1 1

0 1 −3

 , D2 =


1 0 3 2

2 −2 1 0

2 0 −3 2

1 1 2 0


belong to the family D1, since s(D1) ≈ 3.4 < λ1,p and s(D2) ≈ 3.7 < λ1,p.

Now we shall demonstrate that the matrices

D3 =


1 0 1 2 3

0 −2 3 1 0

0 0 5 3 3

0 0 0 4 2

0 0 0 0 −1

 , D4 =


3 0 1 2 1

1 5 0 1 1

0 0 4 1 2

0 0 2 0 1

0 0 0 2 −2

 ,

D5 =


5 0 1 0 0

0 −3 2 0 1

1 0 −3 0 0

1 3 0 2 2

2 2 2 2 1


belong to D0. The matrix D3 is upper triangular with s(D) = m(D) = 5 > λ1,p.

Therefore, from Theorem 4.12 we obtain D3 ∈ D′0. Note that λ1,p 6∈ σ⊕(D3),

though λ1,p ∈ σ(D3). Therefore, D3 ∈ D and finally D3 ∈ D0.

The matrix D4 has the form
(
D′ Q
0 D′′

)
, where D′, D′′ ∈ D0. Indeed, D′ is

lower triangular with s(D′) = 5 and λ1,p 6∈ σ(D′). Additionally, D′′ is irreducible

with m(D) ≥ λ1,p. As a result, Proposition 4.17 proves that D4 ∈ D0.

To prove that D5 ∈ D0 it is convenient to change the order of columns

and rows of D5. By Proposition 4.17 we obtain that D5 ∈ D0 if and only if

E = PD5P
−1 ∈ D0, where

P =


0 0 0 1 0

0 0 0 0 1

0 1 0 0 0

1 0 0 0 0

0 0 1 0 0

 , E =


2 2 3 1 0

2 1 2 2 2

0 1 −3 0 2

0 0 0 5 1

0 0 0 1 −3

 .
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Because E is of the form
(
D′ Q
0 D′′

)
, where D′ ∈ D1 and D′′ ∈ D0, we obtain that

E ∈ D0.

Example 4.19. Set p = 3 and let Ω ⊂ RN be such that λ1,p ≤ 4. Define

f(x, y) =

(
y2 − arctanx2,

4xy(x2 + y2)

1 + xy

)
.

Observe that, although f is not positive, it is tangent to R2
+, because f1(0, y) =

y2 ≥ 0 and f2(x, 0) = 0 ≥ 0.

Direct calculations yield D0 =
(−1 1

0 0

)
and D∞ = ( 0 1

4 4 ). Since s(D0) =

0 < λ1,p, we have D0 ∈ D1, by Theorem 4.6. Since D∞ is irreducible and

m(D∞) = 4, we have D∞ ∈ D0, by Theorem 4.15. Therefore, Theorem 3.8

implies the existence of nontrivial nonnegative solution to the system

−∆pu1(x) = f1(u1(x), u2(x)), −∆pu2(x) = f2(u1(x), u2(x))

with Dirichlet boundary condition.
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