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DIRICHLET SPLINES AS FRACTIONAL
INTEGRALS OF B-SPLINES

WOLFGANG ZU CASTELL

ABSTRACT. Using Dirichlet averages we generalize the
notion of a classical divided difference of a function by intro-
ducing a parameter r in RTFI. The case r in N¥+1 is related

to divided differences with multiple knots. We give an inter-
pretation of these generalized differences in terms of fractional
operators applied to classical divided differences considered as
functions of their knots. The result is then applied to show
that Dirichlet splines can be seen as fractional derivatives of
B-splines.

1. Introduction. Splines are a well-established class of functions
in many fields of applied analysis. Their properties, for example,
allow good approximations and efficient algorithms for computation.
In statistics, splines have an even older history. They occur as density
functions of multivariate probability measures. Both fields seemed to
have been unaware of their common interest in spline functions up into
the 1980s. In 1986 papers by Dahmen and Micchelli [7] and Karlin,
Micchelli and Rinott [10] appeared which began to point out these
connections.

One of the key concepts in approximation with spline functions is
a convenient basis for the underlying function space, the so-called
B-splines. B-splines are nonnegative, compactly supported and are
solutions to certain minimalization problems, just to mention a few
of their central properties. From the statistical point of view, spline
functions occur in connection with the uniform distribution over the
standard simplex. To investigate more general classes of distributions
over the simplex, density functions have been introduced in the defining
equation for spline densities, e.g., the Dirichlet distribution and the
Gamma distribution, respectively. This has led to so-called Dirichlet
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splines, which are probability densities with respect to the Dirichlet
distribution.

In this paper, we give a new approach to Dirichlet splines. To be
more precise, we will prove that Dirichlet splines can be interpreted as
fractional derivatives of classical B-splines. What is surprising in this
context is the fact that B-splines have to be treated as a multivariate
function of their knots, while the one-dimensional variable serves as
parameter.

Our method to define and investigate Dirichlet splines is based on
the concept of Dirichlet averages introduced by Carlson [4]. Dirichlet
averages are integral averages of functions with respect to the Dirichlet
measure. In Section 2, we give the definition and summarize some of
their properties. We further use the representation of divided differ-
ences as Dirichlet averages to introduce generalized divided differences
which allow us to connect the averages to B-splines. In Section 3,
we introduce operators of fractional integration and differentiation and
formulate our main result in terms of divided differences. Section 4
finally states some known results concerning Dirichlet splines and gives
a reformulation of our theorem in terms of spline functions.

2. Dirichlet averages. For b € Rffrl we denote by

(ko) - - - I'(bx) k1

B(b) = 20k oy (b, ) € REFL

(b) T(bo + -+ by) (bo k) € Ry

the (k + 1)-dimensional beta function. Let A* = {u = (ug,... ,ux) €

R*1 | u; > 0,ug + - 4+ up = 1} be the standard simplex in R**1,

The generalized Dirichlet measure on the standard simplex AF is then
defined as!

1
d:ufb(u) = Tb)u?l_l o "uzkil(l — Uy — - uk)boil duy - - - dug.
Setting b = e = (1,...,1) the measure reduces to the classical

Lebesgue measure k!du. Let Q denote a convex set in C and let

! The measure formally is taken over the set {u € RF | 0 < uj,j =
1,...,k, Zle, u; < 1} which in this paper will be identified with A¥.
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2= (20,...,2) € Q¥ k > 1. The Dirichlet average of a function f,
measurable on (2, is then defined as the integral

(2.1) F(biz) = [ e w)dan(w)

Dirichlet averages have been introduced by Carlson [4] in 1969 to give
a new approach to some classical special functions. They can be seen
as a weighted average of a function f over a set of points zg, ...,z in
the complex plane. The special choice of the Dirichlet distribution as
a weight function explains the name given to these averages. We will
go on using a capital letter to denote the average of the function under
consideration. The following useful properties can immediately be seen
from the definition, (cf [4, Chapter 5]):

e Dirichlet averages are symmetric in the arguments zg,..., 2 if
the same permutation is applied to both, the components of z and of
the parameter b.

e If two of the components of z coalesce, they can be replaced by one
of them and adding up the corresponding components of the parameter
b.

We will see below that there is a representation of Dirichlet averages
which will allow us to extend the value of the parameter to arbitrary
complex vectors with by + - - - + b ¢ —Nj. But let us first look at two
examples which give rise to a wide class of special functions. Following
Carlson’s notation we denote the average of the power function by

Ro(biz) = [ (o w7 dn(u), 2 e 04
Ak

where Q = C, if v € C\ N, and  is some half plane in the domain
C \ {0} otherwise. Note that the average R,(b;z) is equivalent to
Lauricella’s function Fp(—v,bg, ... ,bg;bo+- - +br;1—20,... ,1—2),
cf. [8, Chapters 2 and 3] for details.

For k =1, we get Gauss’s hypergeometric o F -function:

R,.Y(b;z) _ Z(;WQFl |: v, b1

1——], z = (20,21) € R?,

20 7& 0, %(bo + bl) > by > 0.
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The Dirichlet average of the exponential function is defined as
S(b;z) = / e“Ydup(u), ze CHL
Ak

Again setting k = 1, we get Kummer’s confluent hypergeometric 1F}-
Sfunction:

b1

. — R0
Stbiz) = ear |, 1)

z1 — zo] , z=(20,2) € C~%

Using the symmetry property one immediately obtains Gauss’s and
Kummer’s transformation formulae, respectively.

Carlson states two further representations of Dirichlet averages, (cf [4,
Chapter 6]) which lead to a generalized definition for arbitrary complex
parameters with nonnegative real part using analytic continuation.

If the Taylor expansion of f converges in an open disk B,.(\) of radius
r with center A € C, we have,

(2.2) F(b;z) = f: %f(")(A)Rn(b; z—)e), ze B\,

n=0

Using Cauchy’s integral formula and assuming by + - - - + b, ¢ —Np, the
following representation of Dirichlet averages is valid for a holomorphic
function f under a suitable choice of the Jordan curve I':

|
(2.3) F<n>(b;z):lﬁ/f(t)R,n,l(b;z—te) dt, ne Ny,
2me Jr

where F(™) (b; z) here and in the following denotes the Dirichlet average
of the nth derivative f(™) of f. The righthand side of (2.2) is an analytic
function in b € CF! with R®b; > 0, j =0, ..., k. Representation (2.3)
finally allows to further relax the conditions on b. We can therefore
assume b € CF+1 with by + - -- + by ¢ —No.

In this sense, it can be shown that a vanishing parameter b;, j =
0,...,k, can be omitted together with the corresponding component
z; of z. Nevertheless, for the rest of the paper we want to assume the
parameter vector b to be in Ri“, just for convenience.
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Divided differences can be expressed in terms of Dirichlet averages
with b = e. To see this, we have to calculate the average of a differen-
tiable function f at two points x,y in its domain of differentiability

FO, L z,y) = yiz/yf/(t)dt: %i(x) = [=yf.

This simple observation can be inductively carried on to higher order
differences to get a representation for k£ + 1 pairwise different knots

Zo, ..., 2k and a k-times differentiable function f. Indeed,
L o) L o
(2.4) [mo,...,xk]f:EF (17~-~’1§$0’-~-7$k):EF (e;x).

Recall that the kth divided difference of a function f at the pairwise
different knots xg, ... ,xy are recursively defined as

[zo]f = f(z0), k=0,
and

[370,--- ,xk]f: [an"' axk—l]f_[xla"' 7xk]f7 kiZ 1.
o — Tk

Allowing knots to coalesce, we have to interpret the lefthand side of
(2.4) in terms of derivatives, cf. [9, Chapter 6], i.e.,

1
(25) [LL'(), e 3 L0y s Ly ,(,Ck;]f = ED“[LKQ, N 7$k]f,
no+1 ng+1
where n! = ng!---ng! and D™ = Dy° - - - D;*. The notation D} [zo, ... ,zx]f

is thereby and in the following understood to be an abbreviation for
the exact term

(D}lxo, .o s w1, ()jy Tjt1, -+ Tl F)(5)-

Expressing the same fact in terms of Dirichlet averages, we get the
following result, stated by Carlson, cf. [5].
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Theorem (Carlson). Let m be a multi-indez in N**1 and let f €
CmI(R). Then the function [x — F(b;x)] belongs to C™I1(RF+1)
and its derivative is given by

B(b +m)

(2.6) D™F(b;x) = Bb)

F(m) (b 4+ m;x).

We use the representation (2.4) as our motivation to generalize the
notion of a divided difference. For r € Ri"’l, we define

1 1
. _ = (k) (. — = (k) (.
(2.7) [r;20,... 28] f = k‘!F (r;zo,...,T8) = k!F (r;x),

x = (z0,..., 1) € RFFL

We keep the constant 1/k! in the definition to include the classical
divided differences by setting r = e. In the latter case we skip
the parameter e to get the traditional notation. Setting r = n for
some n € N**t! we just have the special case of classical divided

differences with every knot x;, j =0, ... , k, repeated exactly n;-times,
n = (ng,...,nk). Using Carlson’s theorem we can therefore write
Ble)
2.8 S0, - = D[y, ... [in=eh
( ) [1’1,370, 7xk]f B(n) [370, ,Q?k]( f)7

where |n|; = ng+- - -+ ny and where the operator I, n € Ny, denotes
ordinary n-fold integration.

To give the generalized divided differences a similar interpretation in
the case of an arbitrary real parameter r, we have to find an analogous
formula for (2.8). To do so, we need to introduce fractional integrals
and derivatives.

3. Fractional integrals and derivatives of Dirichlet averages.
The following notations and basic facts on fractional operators can be
found in the book of Samko et al. [15, Chapter 2]. For a suitable
function f on R and some (3 > 0, we define the Riemann-Liouville type
fractional integral as

39 W@ =g [ o ceR,
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and the Weyl type fractional integral as

(3.10) (I° f)(z) = r(lg) /OO 0 _fit))lﬁ dt, z€R.

These operators can be seen as generalizations of the ordinary n-fold
integration (I"f)(z) = 1/(n — 1)1 [*_(x —¢)"~' f(t) dt. Their inverse
operators are defined as the fractional derivatives of Liouville type. For
0 < B < 1, we get the two operators

(3.11)

(D] f)(z) = ﬁ%/_w(x—t)_ﬁf(t) dt, z€R,
and
(3.12)

PN = rimgas | -0 Cr0d aeR

For 8 > 1 we set n = 3] + 1 and define

(3.13) (DEA)(@) = %% /OOO "I (@ ) dt

= (D"} Pf)(z), zeR.

Next we state some useful properties. Let f,g be functions for which
the following integrals are defined, and let (1,82 € R.

(3.14) Iil Ii"‘f = Iil P2 £ gemi-group property,
3.15

oo

(3.15)

/_ f(x)(]fg)(a:)dxz/_ (Iéf)(ac)g(m)dx partial integration,
(3.16)
| t@ig@d= [ (0" page)d.

— 00

For the proof of the theorem below, we need fractional operators to
be understood in the weak sense. This can be done due to formula
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(3.15) which allows us to define the operators of fractional integration
by their action on an appropriate space of test-functions. To explain
the related theory, we follow the approach given by Lizorkin [11].

By U we denote the subspace in Schwartz’s space of rapidly decreasing
functions § = S(R), whose elements together with all their derivatives
vanish at the origin:

U={ypeS|pP0)=0,Vk=0,1,2,...}.

The space of functions ¢ € S, the Fourier transform of which is an
element of V¥, is called the Lizorkin space ®.

A prominent example is the function

1
= —/ e MW/ cog(vz) dv, € R, A > 0.
21 R

k()
Its Fourier transform ]Af)\(’l)) = e_’\z[”2+(1/“2)], v € R, A > 0, is called
the completely balanced kernel.

In contrast to the space S, the Lizorkin space ® has the property
that it is closed under the action of the operators I i Furthermore, we
have

Lemma (Lizorkin). For all ¢ € @

—

(3.17) (I2¢)(v) = (Fiv) Pp(v), veER, RB>0.

Lizorkin then defines the completely balanced averages

(Ff)@) = 5= [ W= fwdy, R
T JRrR

which converge to f € L,(R), 1 < p < o0, in norm. Formula (3.17) is
stated here for test-functions only. For arbitrary functions, the relation
is valid just for the values 0 < 8 < 1, as long as the integrals exist.
To obtain a result in the weak sense for R3 > 0, we use the partial
fractional integration (3.15).

We are now ready to state our main result in terms of Dirichlet
averages. In analogy to derivatives denoted by superscripts, we will
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use subscripts for fractional integrals, i.e., fig) = f f. Following the
convention of the preceding section, we will denote the corresponding
Dirichlet averages by F?)(b;-) and Fg)(b;-), respectively.

Theorem 1. Let f € C(R) and v = (ro,...,r;) € RETT, 0 <
r;j<1l,j=0,...,k, and b = (by,... ,bg) € Rﬁ“, satisfying b; > 1,
j=0,...,k. Let us further assume that the fractional integral

fely () = (LT f)(2), z€R,
exists. The fractional integral of F(b;-) is then given by
_ B(b-r)

(3.18) (ILF(b;-))(x) “Bb)

Fep) (b —1;%).

Formula (3.18) is the exact analogue of formula (2.6). Combining
both formulae and incorporating the definition (3.13) of fractional
derivatives, we immediately get the following result for an arbitrary
nonnegative parameter.

Corollary. Let b,r € R’frl with b; > r;, 7 = 0,...,k, and
f € C(R). Further assume that the fractional derivative
@) = (DI (@), weR,
exists. The fractional derivative of F(b;-) is then given by
B(b+r)
B(b)

(3.19) (D™ F(b;-))(x) = FUF) (b 4 1y x).

Set n = (ng,...,nk) = (|ro] +1,...,[rx] +1). We then have
(DLE(b;-))(x) = (Dg° g™ - - Dyt I F (bs ) ()

Bb—n+r)_, n
B (Tﬂ)[)o ~ Dt Fnspy) (b — 0+ 1;x)
_Bb-n+r)B(b-n+r+n)
B(b) B(b—n+r)

x Filnh) (b —n+r+n;x),

(In—rf1)
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giving the righthand side of (3.19).

Proof of the Theorem. To simplify notation, we set x = (x',z) €
R u = (W ,u) € A*¥ and v = (v/,v) € RF'. Let further

u® 1 denote the vector (ugo_l, .. ,uz’“_‘lrl), where as usual vy =
(I—wug —- —ug).
Let’s first look at the integer case r = n = (ng, ... ,n;) € NFFL

(I3 F(b;x', (1)) (x) = /_x % N flut +u’ - x)ub " dudt

oc=ut+u’-x’' 1 / b1 b1 /ueru’.x/ do
B /s u’* T N f(o) —du

L(by — 1)I'(bo + - - - + b) / /
= Foy(b' b, —1;x', ).
(o £+ br — (o) L (P bk — LX)

By symmetry we can do so for the other variables as well to obtain

(3:20) (1P TP F(b: ())(x) = %anb ~n;x),

where |n| =mng+ - + ng.

To prove the general case, we will show that the Fourier transforms
of both sides of equation (3.18) coincide.

As a first step, observe that for g(z) = f(u’-x' +uz), z € R, and
O<u<l,

u

(321) g(,v) — u—leiu’.x'(v/u)f(E)7
which can easily be seen by a change of variables. Since

IR0 (@) = i [ =0 P ar

(3.22) Fz(m oo
= 2T 81, X' (N (x

is a convolution of the functions F(b; (x/,-)) and 27r(-)§_1, its Fourier
transform is therefore just the product of the Fourier transforms of
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its factors. The truncated power function (-); thereby is defined as
(t)+ = ¢, if ¢ > 0, and 0 otherwise. Note that the constant 27 follows
from the definition of the convolution according to the definition of the
Fourier transform, cf., formula (3.24) below.

To evaluate the Fourier transform of the truncated power function,
observe that it can be rewritten as a Laplace integral. From the tables,
cf. [14, (1.3.3)], we get [~ t7~te~*' dt =T'(8)z~", z € C with Rz > 0.
Setting z = 0 +iv, 0 > 0, and letting ¢ tend to zero, we obtain

(3.23)
27(-)2 N (v) = lim T(B)(0 +iv)~? =T(B)(iv)*, 0< B <1,

o—0t

which is valid as an Abel mean.

Using (3.21) we get the Fourier transform of the Dirichlet average:
(3.24)

F(b;x', (-))(v)
= ﬁ/&v (% [m flur +u’ - x')e ™ dm)ubklu/b/l du

(321) 1 wox (wjw) f U\, b—2.b'—1
fad - du.
Bb) /Ak e f vl LA u

For the righthand side of (3.18), we have
(3.25)

Fgy(;%, () (v)

1 1 ) | |
= m /Ak o [m f(ﬁ) (Ul‘ +u'- X/)e—zvx deu®* 1™ 1 du

(321) 1 iu’ -x'(v/u) v br—2 /b’ —1
= — — d
Bb) /Ak e f3) " u u u

(3.17) (iv)_ﬁ/ i’ x' (vju) [ Y\, butB—2. b/ —1
g (3 X (v/u — d .
B Jae e f o u u

Putting the pieces together, (3.22), (3.23) and (3.24) add up to the
Fourier transform of the lefthand side of (3.18), while (3.25) gives the
righthand side. Therefore, for 0 < g < 1:

(12F i, () (0) = 2B B b = i, () )
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Because of the symmetry of Dirichlet averages, we can deduce the
equivalent relation for the other variables, which completes the proof
of the theorem. o

4. Dirichlet splines. A motivation to define generalized splines
is given by the Peano representation of the classical B-splines. Before
doing so, let us first recall the definition of B-splines.

The B-spline of order k at the pairwise different knots xg, ... , zy is
given by the function

My (u | @o,...,x) = [z0, ... ,ax]{k(- —u)'}, weR.

Multiplicities are allowed, as long as not all of the knots coalesce. In the
latter case, the spline has to be interpreted in the distributional sense,
i.e., as point evaluation at xop = --- = x). B-splines are piecewise
polynomial functions over the partition spanned by their knots and
have their support in the convex hull of the knots; on this interval they
are nonnegative.

An alternative way to define B-splines is to assume the following
Peano representation to hold true for all f € C*(R):

(4.26) [0y ..., xk]f = %/Rf(k)(u)Mk(u | zg,...,zx) du.

In terms of Dirichlet averages, the representation reads

/ f)Mg(u | zo,. .. ,zr) du = f(x-u)due(u) = F(e;x),
R Ak

x = (zg,...,r) € RFFL

Note that the Peano representation is used in the multi-dimensional
setting to define the so-called simplex splines, cf. [12]. In the same
manner, we define Dirichlet splines as the function My (u | x), u € R,
x € R*! and b € RE™ to be the density function for which the
following relation holds true for all f € C'(R):

(4.27)

[ f@Ms(u | ) du= [ foxw) dun(w) = Fbix), @ e RV
R Ak
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As in the classical case, we have to interpret the definition in the
distributional sense, if all of the components of x coincide.

Dirichlet splines have been known in the literature for a long time,
although they have not been denoted as spline. They occur as density
functions in multivariate statistics, cf. [10] and the references therein.
Dahmen and Micchelli gave a representation via a contour integral, cf.
[7], ie.,

(4.28)

My(u | x) =

k
- / (z —u)“2 H(z —x)Mdz, o <u< a4,
271 I =0

where ¢ = bg+ - - -+ b, and I';;1 denotes a path, surrounding the knots
ZTi+1,--. , Tk but not xg,...,x.

From the representation (4.28) it is easily seen that, for ¢ > b; + 1,
j =0,...,k, the Dirichlet spline has its support in the convex hull of
its knots. Furthermore, as a density function, the spline is nonnegative
on its support.

Carlson [6] used the connection between Dirichlet averages and
Dirichlet splines to reprove basic properties of B-splines and to de-
duce the system of Fuler-Poisson equations, to which Dirichlet splines
are solutions:

(4.29) (zy —2,)D,D, +b,D, — b,D,Ju(x) =0,
' x € R*1 v efo,... k).

Neuman [13] investigated Dirichlet splines of higher dimensions which
are defined the same way as simplex splines. He derived recurrence
relations for their moments and an algorithm to compute them.

Looking at the system of differential equations (4.29), the spline is
treated as a multivariate function of its knots. B-splines as functions of
their knots play an important role in the investigation of Fourier trans-
forms of functions which are radial with respect to the £;-norm. Cam-
banis, Keener and Simons [2] gave a characterization of these functions
using divided differences. Another proof was given independently by
Berens and Xu [1]. They used the Peano representation to introduce
the B-spline and calculated its multi-dimensional Fourier transform
with respect to the knots. In a forthcoming paper, we will investigate
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an integral transform where Dirichlet splines take over the role of the
B-splines.

The connection of the generalized divided differences to splines is the
analogue of the Peano representation for B-splines; indeed,

(4.30)  [r;z0,...,zk)f = / FE (W) M (u | x)du, x € RFFL

Finally, we state the representation of Dirichlet splines as fractional
derivatives of B-splines considered as a function of the knots:

Theorem 2. Let b be a parameter in Ri"’l, and let f be a
test-function in C(R). Then the kth B-spline at the knots x =
(wo,...,11) € RFML and the Dirichlet spline My(- | X) satisfy
(4.31)

(b) /Rf(u)Mb(u | x) du = B(e) /Rfub_eh)(u)DEfeMe(u | x)du

Equation (4.31) follows directly by applying the Corollary to the
definition of the Dirichlet spline.
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