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ABSTRACT. The paper establishes a condition for the
first order hyperbolic system (with a boundary condition
at infinity) to have a solution that can be expressed by
the second kind Volterra operator. On the basis of this
condition, some canonical forms (for instance Dirac-type
system) of the first order hyperbolic system can be sorted.
The suitability of this condition in inverse scattering problem
for the first order hyperbolic system on the half line is given
as an application.

1. Introduction. The Volterra type integral representation of the
solution plays an important role in solving inverse scattering problems
(ISP’s). Such a representation can be taken from a transformation
operator (TO) at infinity.

Transformation operators were introduced in the fifties by Gelfand,
Levitan and Marchenko in connection with the ISP for the Sturm-
Liouville (S-L) operator [14, 16]. In the classical case, TO maps the
solution of nonperturbed S-L equation into the solution of perturbed
S-L equation (the so-called Jost solution). In this case, the TO has the
form of the identity operator plus a certain Volterra integral operator.
Such an integral representation of the solution was the basis of the
investigation of the ISP for the system of ordinary differential equations
[7, 13].

The TO method is also suitable for inverse problems for partial
differential equations. This method is successfully applied to ISP for
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the first order hyperbolic system of two equations (two component non-
stationary Dirac equation) by Nizhnik [18]. In contrast to this case, the
first order system of n (n > 2) equations with the boundary conditions
at * — 400 has a complicated structure (the TO is matrix integral
operator but not of Volterra type) [19]. This makes it difficult to solve
the ISP for such systems. Some particular cases where the system of
hyperbolic equations has the Volterra type integral TO are considered
in [9, 11].

Consider the following first order system of hyperbolic equations on
the half line z > 0:

oy O
1 9w R
(1) O T gy = QY. teR,
where o = diag {&1,...,&,} is a diagonal matrix of constants with

G2 2m>0>8un 226,

and Q(x,t) is matrix function with measurable complex-valued rapidly
decreasing (Schwartz) entries.

Our goal in this paper is to determine the conditions for which sys-
tem (1) has Volterra type TO at x — +o0 and its possible application
to ISP for the first order system of hyperbolic equations on the half line.
We will call system (1) which has TO at © — +oo in the form of the
identity operator plus certain Volterra integral operator as canonicable.

The ISP for system (1) on the whole line was studied extensively
in [18] by utilizing a Gelfan-Levitan-Marchenko (GLM) type linear in-
tegral equation and in [23] by utilizing a Riemann-Hilbert problem.
Generally, the ISP’s on the half line are ill-posed because they have
fundamental difficulties in determining the sufficient quantity of scat-
tering problems (on the half line for the same system of equations) for
ensuring the unique solution of the ISP under consideration. Some of
the particular cases are studied in [9, 11] but the mathematical for-
mulation of the ISP’s for the system (1) on the half line in general is
an open problem. The canonicability of the system (1) is important
because its scattering operator on the half line has Volterra type factor-
ization (Krein’s factorization) which plays a significant role in solving of
the ISP on the half line. By using such type of factorizations, the ISP is
reduced to the matrix integral equations which are known as the GLM
type linear integral equations. Detailed information about Krein’s the-
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ory on factorization of the Fredholm operators of the second kind can
be found in [8, 12, 18].

The system of first order hyperbolic equations (1) describes the
multi-velocity interaction (with the velocities &, k = 1,n) of the waves
in a nonstationary media. Hence, the coefficients of the relevant partial
differential equation vary not only in space, but also in time. Model
problems, where time-dependent coefficients occur, can be found in
electromagnetic wave theory, acoustics and in optics, [1, 24]. The
traditional underlying model for wave propagation, in general, is the
wave equation with coefficients independent of time. As examples, we
can mention a model of interacting cable lines in electric engineering
and the Timoshenko model of a beam in elasticity theory. The relevant
system of these models is a two velocity second-order hyperbolic system
with only spatially varying coefficients. The inverse problem of finding
the coefficients of such a type of systems from response operator (or
input-output correspondence) is investigated in [4, 5, 17, 20]. It is
important to notice that the paper [4] observes some effects (presence
of a precursor, shaping the waves, etc.) of bringing up interaction
between waves. This paper also considers the ISP on the axis with
the symmetric potential localized on a finite interval 0 < z < h. It is
proved that potential can be recovered via the scattering data which
includes reflection and transition coefficients of the fundamental matrix
with x < 0 and x > h, respectively. The present paper and the papers
[9, 11, 12, 18] also investigate the ISP for the multi-velocity system (in
particular, for the one- and two-velocity systems) for the more general
case because the potential is time-dependent and is not localized on a
finite interval. However, the statement and scattering data of the ISP
studied in these papers differ significantly from those used in [4] where
the ISP is solved by constructing the response operator via scattering
data.

Notice also that, if the potential is independent of ¢, then by taking
Y(x,t) = P(z) exp(iAt) with the separation of variables, we can convert
(1) into the first order system of ordinary differential equations given
by (d/dx)y(z) + Q(z)Y(x) = iAo(x). The inverse problem for this
system is discussed satisfactorily in [2, 3, 6, 7, 13, 15, 21, 25].

The ISP for system (1) is also of great interest as auxiliary problem
for some integrable multidimensional nonlinear evolution equations.
Some of nonlinear evolution equations related to the first order strictly
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hyperbolic systems are given in [18, 23]. One can also notice that, in
the paper [10], the ISP for a first order non-strictly hyperbolic system
is applied to integration of the continual N —wave interaction problem.

The paper is organized as follows.

In Section 2, the conditions of having the Volterra type TO (the
canonicability) for the first order hyperbolic system with the boundary
condition at x — +oo are established. In Section 3, some examples
(canonical forms) are given. In Section 4, the ISP on the half plane for
the canonical system of first order hyperbolic equations is considered
and the preliminary Volterra property of the scattering operator is
obtained. The value of this property in inverse scattering problem for
the canonicable first order hyperbolic system on the half plane is given
as an example. Finally, in the appendix, the solvability of a Volterra
type integral equation is given.

2. Transformation operators for the first order hyperbolic
system with the boundary conditions at infinity. Consider sys-
tem (1), with ¢(z,t) = col{pi(x,t),...,on(z, 1)}, and Q(z,t) =
(rj)y j—1- In the case of Q(z,t) = 0 in system (1), it is easy to verify
that this system has the solution

(2) Vol t) = Souh(t)
where h(t) is an arbitrary vector function,
Sop = diag{Te,,...,Te, }
is a shift operator such that
Te,h(t) = h(t+ &), i=1,...,n.
Let us consider system (1) under the boundary condition

(3) lim ($(a,t) — Yo(z, 1)) = 0.

r——+00

We shall denote the space of C™ valued bounded continuous functions
on R as Cp(R,C™).

It is similar to [23, Proposition 3.1] that, for an arbitrary vector
h € Cp(R,C"), there exists a unique, bounded and continuous solution
of the problem (1)—(3). Really, problem (1)—(3) is equivalent to the
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following system of integral equations:

“+o0
(4) w(x7 t) = %ouLh(t) + / S0(26777) [Qw] (777 t) dﬁ
This system of integral equations can be reduced into the form

or(x,t) = hi(t + §px)
0 n
+/ > ki@ — 7t + GT)p (@ — 7 b+ GeT) d,
—o i

k=1,...,n.

This system obviously satisfies condition Lemma 6.1 (i) (see appendix)
with (o, 8) = (—1,0) and (¢, B;) = (—1,&k). This system also satisfies
Lemma 6.1 (ii) because the entries gi; of the matrix Q(z,t) belong to
the Schwartz class. Therefore, Lemma 6.1 is applicable for yielding
unique solvability.

Now, let us suppose that the problem (1)—(3) (i.e., system of integral
equations (4)) has a solution in the form

“+o0

(5) Y(x,t) = Yoz, t) +/ Az, t, s)o(s,t) ds.

x

Denote
o= ={(k,j): & =&}

o) = {(/w'): ok >o};
J

o_ = {(k,j): gﬂg—g’“ <0}.

J

If the solution of (4) can be represented in the form (5) for each
h € Cp(R,C™), then substituting (5) into (4), we obtain the system
of equations for the kernels:

n 400
Aug(otes) =3 [ it + 6o - )
p=1"7%

Apj(n,t + &p(x —n), s —x +n)dn,
(k,j)€o=, s>u
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6) Ap(astys) = —9 g, (ﬁj §k$t+€k< &s {m:))
& — &k

f] 5 g] fk
n (&58—&kx)/(&5—Ek)
> Gy, + €z — )
p=1"7%
J

(kvj)GUJrﬂ s>

n 400
Aug(otes) =3 [ anlnt+ 6o =)

p=1

Ap; (mt+ Ee(z—n), s — ?;(x - n)) dn,

(k’j)60_7 szx’

and the following relations between kernels Aj; and coefficients gy;,
(k,j) € o= or (k,j) € o_ of the system (1):

(7) qkm H=0, (kj)eo

@i (2,8) = 5’“2/ Gepl1, + €4 — 1)

&k
Apj(mt-i-fk(m— ), x—g( 77)) dn,

s<uz, (k,j)eo_.

It is easy to show that the system of equations (6) can be reduced into
the following forms:

0 n
Akj(xat7s) :/ qup($_7-7t+§k7-)
=

Apj(x — 1,6 + &1, 8 — T) dT,
(k,j) € o=,
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& <§J — &k ( §js §k$)>
A -
k)](m)t7s) gj _5 Akj gj é. t+§k g] gk

0 n
+/ ZQkp — 7,0+ &)

€5(s=2)/(€;~Ex) p1

Am( Tt-i-fkTS—gT)dT
&

(kvj) €oq,

0 n
Ay(otes) = [ agla-rt+an)
>

Apj<x Tt + &pT, 8 — 57) dr,
&

(k,j) € o

By using Lemma 6.1 with (¢, ) = (—1,0) and (o, 8,) = (—1,&), this
system has a unique bounded solution.

In this situation, equalities (7) are the conditions for which sys-
tem (1) has a Volterra solution in the form of (5).

Therefore, the following theorem is proved:

Theorem 2.1. System (1) under condition (3) has the bounded solu-
tion in the form of (5) if and only if the kernels of the integral operator
in (5) satisfy (6) and the coefficients and kernels have relations (7).

3. Some canonical forms. In this section, we will establish two
examples for which system (1) has Volterra solution in the form of (5).
We will obtain two canonical forms of system (1) in the case where the
relations (7) are satisfied automatically.

Rewrite system (1) in its suitable form:

(8) 010u1 — 001 = Quu(x, 1)1 + Qua(x, )12,
02041P2 — Oz1P2 = Qa1(x, )1 + Qaa(x, )12

with o1 = diag{&1,...,&m}, 02 = diag {&m1, - - -, &n - Here, 11 stands
for the first m components, 1o stands for the last n — m components,
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respectively, of the n component solution ¥ = col {t/1, 12} of (1), and

_ | Quu Q2
@= [ Q21 Q22 }’

where Q11 is m X m, Q12 is m X (n —m), Qa1 is (n —m) x m and Q22
is (n —m) x (n — m) matrices which have measurable complex-valued
entries belonging to the Schwartz class.

Example 3.1 (Dirac-type system [12]). Let & = -+ = &, = 1,
Emt1 = -+ = & = —1. If Q11 = Qa2 = 0, then system (8) is
called the Dirac-type system [21]. Although this type of system is
called Zakharov-Shabat (ZS) ([6, 15]), Ablowitz-Kaup-Newell-Segur
(AKNS) ([2]), Hamiltonian ([3]) or canonical ([22]) systems in various
literature. In this case, system (8) has a solution in the form

oo |: All A12

sy =t [ ] 442 | sl ds,

x
where Aq1, Aja, A2; and Ags are m x m, m X (n —m), (n —m) X m,
(n—m) x (n—m) matrices, respectively, and satisfy the following system
of integral equations (see [12])

“+o0
A (z,t,7) = Qr2(s,z+t—s)As(s,z+t—s,7—x+s)ds,
1 T+x T—x
A21(x,t77—) = 5@21 <2at+ 9 >
x
—/ Q21(s,t —x+5)A11(s,t —x+ 8,7+ — 8)ds,
(t4x)/2
T2,
1 T+x T—x
Az, t,7) = =Qua| —— t + —=
12(2,t,7) 2Q12( 5 N2 5 )
xT
—/ Qi2(s,t+x — 5)Asa(s,t+x — s, 7+ x — 8)ds,
(t4z)/2
“+o0
Ago(z,t,7) = Q21(s,t —x + 8)Aa(s,t —x + 5,7 —x + 5)ds,
xr
T>x,

and the relations (7) are satisfied automatically.
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Example 3.2 (TS structure system [11]). Let n =2m and & >--->
En > 0> &np1 > - > Eo. Suppose that the matrix @ is given by
the following triangular structure:

@11 is a strictly lower triangular m X m matrix function, Q12 is
a lower anti-triangular m x m matrix function, @21 is an upper anti-
triangular m x m matrix function and (o5 is a strictly upper triangular
m X m matrix function.

In this case, system (8) has a solution in the form

oo [ A A

sle) =t [ 4 4R | sl 0 ds,

xr

where Aq; is lower triangular, Ao is lower anti-triangular, As; is upper
anti-triangular and Aso is an upper triangular m x m matrix kernel.
Denote

Api(x,t,8) = o1 By1(z,t,t + 01(s — ),
Ajo(x,t,s) = —o9Bia(x,t,t + 02(s — x)),
Azl(if, t, S) = 01321(1}7 t, t+ 0'1(8 — CL’)),
Azg(l‘, t, S) = —0'2322(1‘, t,t+ 0'2(8 — l‘)),
where the constant matrix ¢ = diag {&1,...,&,} is applied to the kth
(k =1,n) column of cA(x,t,t + (s — x)) as & Ari(z,t,t + (s — 1)),
i = 1,n. The kernels B;;(z,t,7), 4,7 = 1,2, satisfy the following system
of integral equations (see [11])

1 T—1 . 51 i
& —& (@uly <x+ & —fz”t & —fz'( t)>

T+ (1—t)/(§; =)
+/ [Q11B11 + Q12B12],

(s,t+&(x—s), T+ (x—s))ds

[Bll]ij (:c, t, T) =

1
[Bail,; (2, t,7) = & i [@Q21];
T—1 i B >
(x * gj - §m+i ,t fj - fmn-ﬁ—i (T t)

w+(T_t)/(€j_£7n+i)
+ / [Q21B11 + Q22321]ij
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($;t+&myi(z —s), 7+ E(x—9))ds, T>x

L Qul;

7€m+j - gi
T—1 §i )
T+ ,t— T—1
( Em+j — &i Emts — & ( )
TH(T—t)/(Em45—&i)
+ / [Q12B22 + Q11 B12);

(s,t+&(x—9), T+ E&nyj(x—s))ds

[812]ij (I,t,T) =

1
[Baol;; (2,1, 7) = e — s [@22];
T—1 . gm-i-i _
(x + §m+j - €m+i X £m+j - ngri (T t>>

zH(7—1)/ (Emtj —Emsi)
+ / [@21B12 + Q22B2a)
(87t+£m+i(1’78)’7+£m+j(x78))d37 ZL'ZT,

where [B];j(x,t,7) denotes the i,j element of the matrix function
B(z,t,7) and [QB];j(s,t,7) = [Q(s,t)B(s,t,7)];j, and the relations
(7) are satisfied automatically. When 7 = j, the upper bound of the
integral is +oo.

The matrix (a;;)7;—; is called lower (strictly) triangular, if a;; = 0

for all j > i (for all j > i); lower anti-triangular, if a;; = 0 for all
Jj+1i < n; upper (strictly) triangular, if a;; = 0 for all j < i (for all
j < 1); and upper anti-triangular, if a;; =0 for all j +i>n+2.

4. A Volterra structure of the scattering operator on the
half-plane for the first order hyperbolic system. Consider sys-
tem (8) under the following boundary condition on z = 0:

(9) 1/)2(070 = H¢1(O,t),

where H is the (n —m) x m constant matrix and following asymptotic
relation

(10) Y1z, t) = Sy palt) +o(l), x — 400,

where a(t) defines the profile of the incident waves.
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The problem (8)—(10) is called the scattering problem on the half-
plane. The following theorem holds for the scattering problem:

Theorem 4.1. For an arbitrary vector a(t) € Cy,(R,C™), there exists
a unique solution of the scattering problem, and the second component
of the solution satisfies the asymptotic relation

(11) P2(,1) = Souab(t) +0(1), @ — 00,

where b(t) € Cyp(R,C*™™) defines the profile of the scattered waves.

Proof. The scattering problem (8)—(10) is equivalent to the following
system of integral equations:

1(2,t) = Sorza(t) + [ S0, (ems) (@191 + Qu2ta] (s, 1) ds,

(12)
1/J2($, t) = %azzb(t) + fx-‘rOO 302(1—5)[62211#1 + Q227/)2](37 t) d87
where
b(t) = Hal(t)

+oo
+ / (HS 0, [Quits + Quatia)(s, £)— S_oys[ Qa1 tbr +Qaoths] (s, 1)} ds.
0

From this, it follows that
iz, t) = a;(t + &)

) - t— ‘
Jr*/ E [Qij@j](z+T,T) dr, i=1,...,m,
gi —o0 o1 fi

Omti(T,t) = Z hizai(t 4+ Emyi)

=1

t
—|—/ Tmtt(x, t,7)dr, 1=1,...,n—m,
— 00
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where

Doy (hai) /(&) 2251 aiges] (EZL Ly + %,7) ,
T < t + §m+l$7

gmlH Z;;1[Qm+l,jﬁpj] (m + ﬁ,T) ,
T > 1+ &ne.

T'm+1 (1‘, t, T) =

Since the above system of integral equations is Volterrian in ¢ and
kernels belong to the Schwartz class, the solution of this system exists
and is unique (see [11]).

The relation (11) follows from (12) by virtue of the coefficients
¢ij(x,t), i, =1,...,n belonging to the Schwartz class. |

According to Theorem 4.1, for every incident wave vector a(t) €
Cy(R,C™), there is a bounded solution of the scattering problem, and
this solution defines the scattering wave vector b(t) € Cp(R,C*™™)
by (11). Thus, we can define in space Cp(R,C"™ x C™) the matrix
operator Sy translating a to b:

(13) b= SH(J,.
This operator is called the scattering operator on the half-plane for
system (8) with boundary condition (9).

The canonicability of system (8) makes the structure of the operator
Sy a Volterra structure.

Theorem 4.2. Let Sp be the scattering operator of system (8) which
is canonicable (satisfies condition (7)). Then Sy has given the factor-
1zation

(14) S = (I+A4)(H +AL),
where I is identity operator, A_ is the upper Volterra integral operator
and Ay is lower Volterra integral operator.

Proof. We take into account that h(t) = col{a(t),b(t)}. By using a
change of variables, rewrite representation (5) as follows:

o~

—+oo
Y1z, t) = Sy palt) —|—/ A (x,t, 5)Sg,za(s) ds
t
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t
+/ AIQ(x7taS)Sszb(s) ds’
“+o0

Vo (1) = Sopub(t) + Agy (2,1, 8)S0, a(s) ds
t
t
(15) +/ Asa(x,t,5)S0,2b(s) ds,

where Ay (z,t,5) is m x m, Aia(z,t,s) is m x (n —m), Ao (x,t, ) is
(n—m)xm and Ags(x,t,s) are (n —m) x (n—m) matrix kernels which
are denoted as follows:

~ 1 1
A1 (z,t,8) = J—All (at,t,x + 0—(5 — t)),
1 1

~

1 1
Aqa(z,t,8) = ——Aqg (m,t, r+—(s— t))7
g9 g9
—~ 1 1
Aoi(z,t,5) = —Ag (;v,t,x + —(s— t)),
01 g1

~ 1 1
Ago(x,t,s) = —0—2A22 (:E,t, T+ 0—2(3 - t))

Here the constant matrix o = diag {&1,...,&m, } is applied to the kth
(k =1, mq) column of mg x my matrix (1/0)A(z,t,z+ (1/0)(s—1)) as
(1/£k)Akz(x7ta T+ (1/516)(5 - t))a L= 17m2'

From the boundary condition and representation (15), we under-
stand that

b(t) + Agl_a(t) + A22+b(t) = Ha(t) + HAll_a(t) + HA12+b(t),

or
(I +Agpy — HApy)b(t) = (H+ HA11— — Agy ) alt),

where

Air— () f(t)

+oo
/ A (x,t,8)f(s)ds,

t

Az (2) f(2)

/t Agp(x,t,5)f(s)ds,

— 00

Air- = Ain-(0), Aigy = Aip4(0), 1=1,2.
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By comparing the definition of scattering operator (13) and the equal-
ities (15), we get
Si=(I+A)(H+A),

where I+A+ = (I+A22+ 7HA12+)71 and A_ = HA;1_ —Ay_. O

The Volterra structure (14) of the scattering operator Sy is impor-
tant as a solution of ISP for the first order hyperbolic system on the
half plane.

For example, in the case n = 2m, consider two scattering problems
on the semi-axis for the canonicable system (8) with boundary condi-
tions:

¢2(07t):Hk’l/11(0,t)7 detHk#O, k:].,Q.

It is known (see [11, 19]) that the transmission matrix operator

A Ay
H =
{ Agi— Aoy ]

is a scattering operator on the whole-axis for a system of first order
hyperbolic equations, with the coefficients of system (8) equal to zero
for £ < 0. Since the inverse scattering problem for the system of
hyperbolic equations on the whole-axis is solved in [18, 23], then we
obtain the following result about the ISP for the canonicable system
(8) on the semi-axis in the case n = 2m.

Theorem 4.3. Let Sy, ,SH, be two scattering operators on the semi-
aris for the canonicable system (8) with n = 2m, where the matrices
Hy, Hy satisfy condition det[H; — Ha] # 0. Then the coefficients of
system (8) are uniquely determined by the scattering operators Sy, and

Sh,.

Proof. Denoting By = Agor — HiA1o4 and By = HkAu,ngl —
A21,H,;1 and using the equality SHng1 =I+Fi(k =1,2), we obtain
from (14) that

(16) Bj_ = Byy + F* + By, F".

The kernels of the integral operators Bi_ , By. involved in (16)
are denoted by By_(t,s) Bi+(t,s). Now let us rewrite the operator
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equations (16) through the kernels

t
(17) Bk+(t»3)+Fk(t78)+/ By (t,7) Fio (1,8) dT =0, s <t,

t
Bk,(t,s)—Fk(t,s)—/ Bk+(t7T)Gk(T,8) dTZO, SZt,
where Fy(t,s, and Gi(t,s) are the kernels of the Hilbert-Schmidt
integral operators Fy and Gy, = Hy, S;Ii —1I, respectively. These integral
equations are of GLM type and uniquely solvable, which follows from
factorization of the operators Sg, (k = 1,2) (see [8, 18]). Therefore,

(18) HyArpy — Agay = Uiy,
Agi_ — Hy Ay =T _Hy,

where FkJr = [Fk(I-F QtFk)71]+7 I = [Gk(I—f— EtGk)il],,k =1,2
and Q;— is the projection on semi-axis when s < t, E;— is the
projection on the semi-axis when s > ¢, [K]; and [K]_ denote the
lower and upper Volterra parts of the integral operator K f(t) =

fj;o K(t,s)f(s)ds, respectively, i.e., [K]yif(t) = fioo K(t,s)f(s)ds
and [K]_f(t) = [T K(t,s)f(s)ds.

From (18), the transmission matrix operator II is uniquely deter-
mined by Sg, and Sp,, under the condition det[H; — Ha] # 0. Be-
cause the matrix operator II uniquely determines the coefficients of
system (8), then the coefficients of system (8) are uniquely determined
by the scattering operators Sy, and Sp,. ]

Remark 4.4. Theorem 4.3 is proved in [11] for the TS-structure
system (see Example 3.2). In the present paper, we generalize this
theorem to canonicable systems (1) with o = diag {&1,...,&m}, where
&> 28 >0 > &ng1 = oo > &on. Theorem 4.3 is also
applicable for the systems that are different from the systems in
[11, 19]. For example, the ISP on the semi-axis for the nonstrictly
hyperbolic system (1) is solved where o = diag {&1,...,&4}, &1 = & >
0 > &3 > &4 having the potential

0 0 0 qra(z,t)
O 0 423 (1‘7 t) QQ4(1‘, t)

) t) = )
Q1) gz1(z,t)  gz2(x,t) 0 q34(,t)

qa1(zx,t) 0 0 0
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which is not studied elsewhere. It is easy to verify that this system
is canonicable, i.e., it has Volterra type integral representation in the
form (4) with the kernel having structure

Notice that the canonicability condition (7) has the form

q1(z,t) = qi2(x,t) = qai(z,t) = qoa(, 1)
= q33(x,t) = qua(z,t) =0,

ais(o,t) = B @Z/ a1y (1, + Ea(z — )

o= m)) dn.

which is identically satisfied.

Remark 4.5. The two-velocity system ([4])

%u  O%u

(19) PoE " 0aE

+ V(z)u =0,

with w = col{u1,u2}, p = diag{p1,p2}, 0 < p1 < p2 and V(z) =
|:'u11(x) vi2(x)
va1 () vaz(x)

form of (1):

} can be easily reduced to the first order system in the

0 0
(20) oo~ O = a1y,
with 77[] - COl{yl»y27u17u2}7 g = diag{§17£27_£27 51} 51 = 1/27

&= Pl ? and

0 0 @3 qua
_ 0 0 423 424
@= 0 g 0 O

gu 0 0 0
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with
v () U v
q13(l’,t) - ) q14 = 9 q23 = — 3
aq aq Q2
Q24 = ——, (32 = 02, (41 = Q7.
%

Here, a; and ap are solutions of the equations

da;  Oay Oag  Oay
g Y d 62 _22_)
S5 " oe and &g g =0
respectively.
In general, system (20) is not canonicable. When ¢;3 = 0, this

system is a TS structure system; therefore, it is canonicable. Thus,
Theorem 4.3 can be applied to the two-velocity system (19) on the
semi-axis & > 0, since it is canonicable when vy (z) = 0.

5. Conclusion. This paper considered an interesting problem aris-
ing in one-dimensional inverse problems based on transformation oper-
ators. The method of transformation operators is well known in many
diverse fields such as the area of inverse spectral problems. They also
have applications in inverse scattering theory on the half line. The
transformation operator for the first-order hyperbolic system at infin-
ity has a complicated structure, and this makes it difficult to solve the
ISP for that system. Because the transformation operator at infinity
has a Volterra structure, the scattering operator for the canonical forms
of the first order hyperbolic system on the half line have factorization
in the form of (16). In this situation, it is observed that the Krein’s fac-
torization technique ([8, 18]) (it reduces ISP to the GLM type integral
equation in the form of (17)) will be more applicable for the solution
of ISP for the canonical forms of (8).

6. Appendix. Solvability of a system of Volterra type in-
tegral equations. In this appendix, we recall unique solvability of
a system of Volterra type integral equations on the plane (see [23]).
Consider Cp,(R?) is the space of bounded continuous functions on R?.
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Lemma 6.1. (see [23, Lemma 3.1]).

(i) Let (a1,51),...,(an,Bn) be N vectors in the plane that point
into the same side of a straight line, i.e., there exists («, 3) such
that acyy + BBy >0 forl=1,...,N.

(ii) Assume that g;i(x,y,s), 1 < j, I < N, are continuous functions
such that |gji(x,y,s)| < h(az + By) for all (x,y) € R?, where
h € Li(R). Then the following system of integral equations

0 n

vi(z,y) = fj(z,y) —|—/ Z[gjlvl](m+als,t+ﬁls,s) ds,
=% =1
j=1,...,N,

are uniquely solvable in Cy(R?) for any given f; € Cy(R?).
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